
Algebra lectures. Rimantas Grigutis

Lecture 1
Divisibility of integers. Greatest common divisor. Euklid�s algorithm.
Relativety prime numbers. Prime numbers. The fundamental theorem of arithmetic.

Divisisbility of integers.

The set { 1, 2, 3, . . . } is called the set of natural numbers, and will be denoted
by N. The set {. . . ,-3, -2, -1, 0, 1, 2, 3, . . . } is called the set of integers, and will
be denoted by Z.

De�nition 1.1
An integer a is called a multiple of an integer b 6= 0, written a...b; if there exist

some integer c that a = b � c: In this case we also say that b is a divisor of a.

Corollary 1.2

1. If a; b; c 2 Z and a...c; b...c then (a� b)
...c:

2. If a; b; c 2 Z and a...c; then ab...c:
3. If a 2 Z; a 6= 0; then 0...a:
4. If a 2 Z; then a...1:
5. If a 2 Z; 1...a; then a = �1:
6. If a

...b; b
...a; then a = �b:

7. If a
...b; a 6= 0; then jaj � jbj :

Well-Ordering Principle 1.3
Let n0 be any �xed integer. Then any nonempty set of integers � n0 has a

least element.

We will use this principle to prove one of the basic propertiess of integers - the
division property, which is well known from arithmetic.

Theorem 1.4 (Division property)
For any integers a and b, with b 6= 0, there exist unique integers q (the quo-

tient) and r (the remainder) such that a = bq + r; with 0 � r < jbj :

Proof. Consider the set of integers S = fa� k � bjk 2 Zg :



: : : ; a� 2b; a� b; a; a+ b; a+ 2b; ::: .

Let S+ be the subset of all non-negative integers of S; S+ � S: The set S+ is
non-empty, so by well-ordering principle has a least element r = a�qb � 0: Claim
that r < jbj: If not, then r � jbj � 0; and also

r � jbj = (a� qb)� jbj = a� (q � 1) b � 0

(with the sign depending on the sign of b), contradiction.
To show uniqueness, suppose that both

a = bq + r; 0 � r < jbj
a = bq0 + r0; 0 � r0 < jbj

and r � r0: Subtract to �nd

r � r0 = (q0 � q) b

Thus r � r0 is a multiple of b. But since r � r0 < jbj we have r = r0 and then
q = q0:

4

Division algorithm
Given: a; b 2 N
Received: 0 < q = a div b; 0 < r = a mod b : a = bq + r
1. Q := 0; R := a
2. If R < b, then q = Q; r = R

If R � b;then 3.
3. R := R� b;Q := Q+ 1 and 2.

Greatest common divisor

De�nition 1.5
If a and b are not both zero, then d > 0 is the greatest common divisor of a

and b; writen gcd(a; b) or (a; b) ; if

1. a
...d and b

...d:
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2. Whenever a
...c and b

...c; then d
...c:

Remark 1.6
For convenience we de�ne (a; 0) = jaj for any a, and gcd(0:0) = 0:

The uniqueness of the greatest common divisor follows from property 2 and
the fact that it is positive ( see property 6 of Corollary 1.2).
The following special charakterization of the greatest common divisor of two

integers is fundamental.

Theorem 1.7
If a and bare integers, not both zero, then there exist integers x0 and y0

such that gcd (a; b) = ax0 + by0 is least positive integer of the form ax + by with
x; y 2 Z:

Proof. Consider the set of integers M = fax+ byjx; y 2 Zg
Let M+ be the subset of all positive integers of M;M+ � M: The set M+ is

non-empty, so by well-ordering principle has a least element d = ax0 + by0 > 0:

First we show that any divisor c of a and b divides d. Let a
...c and b

...c: Then

d = a � x0| {z }
is a multiple of c

+ b � y0|{z}
is a multiple of c| {z }

is a multiple of c

.

and d satis�es property 2 of De�nition 1.5.
We will show that d also satis�es property 1. Let a = dq + r; 0 � r < d: Then

0 � r = a� dq = a� (ax0 + by0) q = (1� x0q) a+ (�y0q) b 2M

Since r < d and since d is the smallest positive integer so r = 0: Therefore a
...d,

and similarly b
...d:

4

Remark 1.8
The greatest common divisor (a; b) is expressible as ax + by, but integers x

and y are not unique. For instance,

5 = (15; 35) = 15 � (�2) + (35) � (1) = 15 � (5) + (35) � (�2) :
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Euklid�s Algorithm.

The greatest common divisor of two numbers can be computed by using a
procedure known as the Euclidean algorithm.
The main observation for the Euklidean algorithm is that if a = bq + r, then

(a; b) = (b; r). Thus given integers a > b > 0, the Euklidean algorithm uses a
sequence of divisions as follows.
Let a0 = a and a1 = b; then

a0 = a1q1 + a2 0 < a2 < a1
a1 = a2q2 + a3 0 < a3 < a2

� � � � � �
an�2 = an�1qn�1 + an 0 < an < an�1

an�1 = anqn

Since a1 > a2 > a3 > � � � > an�1 > an > 0; the remainders get smaller and
smaller, and after a �nite number of steps the process stops. Thus gcd (a; b) =
(a0; a1) = (a1; a2) = � � � = (an; 0) = an:

Euklid�s Algorithm
Given: a; b 2 N:a � b
Received: d = gcd(a; b)
1. A := a;B := b
2. R := AmodB and 3.
3. If R = 0; then d = B

If R 6= 0; then 4.
4. A := B;B := R and 2.

Extended Euklidean Algorithm

The greatest common divisor of two numbers a; b can be expressible in the
form ax+ by; with x,y2 Z; by using the Extended Euclidean algorithm.

a0 = a � 1 + b � 0
a1 = a � 0 + b � 1
a2 = a � x2 + b � y2
a3 = a � x3 + b � y3

� � �
ak = a � xk + b � yk
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aj = aj�2 � aj�1qj�1 =
(a � xj�2 + b � yj�2)� (a � xj�1 + b � yj�1) qj�1 =

a (xj�2 � qj�1xj�1) + b (yj�2 � qj�1yj�1)
xj = xj�2 � qj�1xj�1
yj = yj�2 � qj�1yj�1

Relativety prime numbers.

De�nition 1.9
Two integers a and b are relatively prime if (a; b) = 1:

Theorem 1.10
Two integers a and b are relatively prime if and only if there exist integers x

and y such that 1 = ax+ by; with some x; y 2 Z .

Proof. The �rst part follows using Theorem 1.7: if two integers a and b are
relatively prime , gcd (a; b) = 1; then 1 = ax+ by .
On the other side, if ax+ by = 1 and gcd(a; b) = d; then

1 = a � x|{z}
is a multiple of d

+ b � y|{z}
is a multiple of d| {z }

is a multiple of c d

;

Thus 1
...d and d = 1.

4

Proposition 1.11( Property of relatively prime numbers)
Let a1; :::; am and b1; :::; bn be integers. If (ai; bj) = 1 with 1 � i � m; 1 �

j � n; then (a1 � � � am; b1 � � � bn) = 1:
Without proof.

4

Examples 1.12
1. Let a

b
be any rational irreducible fraction a

b
, so that (a; b) = 1: Then an

bn
is

also an irreducible fraction with any n 2 N:
2. Let c and n be positive integers: Then n

p
c is either an integer or an irrational

number.
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Theorem 1.13
If a is a multiple of relatively prime numbers b and c, then a is a multiple of

b � c:

Proof. If a is a multiple of b, then a = b �m; with some m 2 Z: Since integers
b and c are relatively prime implies bx+ cy = 1: Then

mbx|{z}
is a multiple of c

+ mcy|{z}
is a multiple of c| {z }

is a multiple of c

= m;

Thus m is a multiple of c; m = c � n; and a = n �m � c; i.e. a is a multiple of
b � c:

4

Prime numbers

De�nition 1.14
An integer p > 1 is called a prime number if its only divisors are �1 and �p:

Proposition 1.15
Every nonzero integer a 6= �1is a multiple of a prime number.
Without proof.

4

Theorem 1.16 ( Euklid)
There exist in�nitely many prime numbers.

Proof. The proof is indirect. Suppose that there is a �nite number of primes
p1; p2; :::; ps: Consider the number n = p1p2 � � � ps + 1; which will have a prime
factor p. If p were one of the primes pi, then

1 = n|{z}
is a multiple of pi

� p1p2 � � � ps| {z }
is a multiple of pi| {z }

is a multiple of pi

,
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i.e. 1
...pi; which is impossible because pi > 1:

4

Remark 1.17
1. Note that the �rst numbers in the form p1p2 � � � ps+1 are prime: 2+1 = 3; 2�3

+1 = 7; 2 � 3 � 5 + 1 = 31; 2 � 3 � 5 � 7 + 1 = 211; 2 � 3 � 5 � 7 � 11 + 1 = 2311: However,
2 � 3 � 5 � 7 � 11 � 13 + 1 = 30031 = 59 � 509.

2. Let � (x) be the number of primes less than or equal to x. There is a proven,
that lim

x!1
�(x)
x
ln x

= 1; i:e: � (x) is asymptotic to x
lnx
:

Note, that if x � 3; then Ax
lnx

< � (x) < Bx
lnx
; with A = 1

2
; B = 2:

If x � 17; then � (x) > x
lnx
; and if x > 1; then � (x) < 1; 255506 x

lnx
:

3. The Mersenne numbers Mp de�ned by Mp = 2
p � 1 are sometimes prime.

It is known, that if Mp = 2
p � 1 is prime, then p is prime. Note the fact that the

converse is false. For example, 211 � 1 = 23 � 89 is not prime even thout 11 is.
The largest known prime today is the 12978189 digit Mersenne prime 243112609�1
found in August 2008.

Proposition 1.18
(Property of prime numbers) An integer p > 1 is prime if and only if it

satis�es the following property: If ab
...p for integers a and b, then either a

...p or

b
...p.
Without proof.

4
Proposition 1.19
If a is a multiple of prime numbers p1 and p2, then a is a multiple of p1p2:
This is the conclution of the theorem 1.13.

4
Theorem 1.20 (Fundamental Theorem of Arithmetic)
Every integer n>1 can be written uniquely as a product of primes

n = pk11 � pk22 � � � � � pkss ;

with positive integer exponents and primes p1 < p2 < � � � < ps:
Without proof.

4
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Algebra lectures. Rimantas Grigutis

Lecture 2

Congruences. Congruence classes. Zm: Finite �elds.

Congruences

De�nition 2.1
Let m be a positive integer. Integers a anb b are said to be congruent modulo

m if m divides a� b; written a � b (modm) .

Examples 2.2
1. a � b (mod 1) for all integers a and b.
2. a � b (mod 2) if and only if integers a and b are both odd or even.

The next proposition presents basic properties of congruences.

Proposition 2.3
1. Re�exivity: a � a (modm) for all a 2 Z
2. Symmetry: if a � b (modm) then b � a (modm) :
3. Transitivity: if a � b (modm) and b � c (modm) then a � c (modm)
4. If a � c (modm) and b � d (modm) then a� b � c� d (modm) :
5. If a � c (modm) and b � d (modm) then a � b � c � d (modm) :
6. Cancellation property: if ab � ac (modm), then b � c

�
mod

m

d

�
, where

d = (a;m):
7. If ab � ac (modm) and (a;m) = 1; then b � c (modm) :

Remark 2.4
From 3 � 15 (mod 6) we obtain 1 6� 5 (mod 6) because (3; 6) 6= 1:

Proposition 2.5
Let a and m > 1 be integers. There exist an unique integer r 2 f0; 1; : : : ;m�

1g such that a � r (modm) :

Proof. Write an integer a as a = mq + r with 0 � r � m � 1: Then
a � r (modm) :

4
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Congruence classes

De�nition 2.6
Let a and m be integers and m > 1: The congruence class of an integer a

modulo m, denoted mKa ( or �a , with only implicit reference to m), is the set of
all integers equal to amodm :

mKa= fb 2 Zjb � a (modm)g :

We say that Zm is the set of all congruence classes.

Examples 2.7
1. m = 2; a = 0 : K0 = �0 = fb 2 Zjb � 0 (mod 2)g = 2Z is the set of all even

integers.
2. m = 2; a = 1 : K1 = �1 = fb 2 Zjb � 1 (mod 2)g is the set of all odd integers.
3. m = 2; a = 2 : K2 = �2 = fb 2 Zjb � 2 (mod 2)g = 2Z is the set of all even

integers. The next proposition presents basic properties of congruence classes.

Proposition 2.8
1. Re�exivity:: if a 2 Z then a 2 mKa:
2. Symmetry: if a 2 Kb then b 2 mKa:
3. Transitivity: if a 2 Kb and b 2 mKc then a 2 mKc:

Write an integer a as a = mq + r with 0 � r � m � 1: The Proposition 2.5 says
that the congruence class of an integer a, �a; is precisely the set of integers with
the same remainder r, i.e. �a = r: For some K 2 Zm a choise of ordinary integers
a so that �a = K is a representative for the congruence class K: The remainders
0; 1; : : : ;m� 1 are representatives of the congruence classes: Zm is simply the set�
0; 1; :::;m� 1

	
: Moreover, the set

�
0; 1; :::;m� 1

	
is a decomposition of the set

of all integers Z; i.e.

(i) Z = 0 [ 1 [ :::[ m� 1;
(ii) if a \ b 6= ; then a = b :

It is possible to do arithmetic with congruence classes. To add two congruence
classes modulo m, we just select any element a from the �rst class and any element
b from the second class, and then compute a+ b as we would for normal integers.
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The sum of the two congruence classes is then de�ned to be equal to the congruence
class containing the sum a+ b.
Multiplication of congruence classes behaves in a similar manner: to multiply

two congruence classes, we select any elements a and b from each of the classes
and multiply them together. The product of the congruence classes is then de�ned
to be the congruence class containing the product a � b.

De�nition 2.9
If K 0; K 00 2 Zm and a 2 K 0; b 2 K 00 then K 0+K 00 = a+ b and K 0 �K 00 = a � b

Remark 2.10
The Proposition 2.3 says that the sum and the product of two congruence

classes are independent of the representatives: if a; a0 2 K 0 and b; b0 2 K 00; i.e
a � a0 (modm) and b � b0 (modm) then a+ b = a0 + b0 and a � b = a0 � b0:

Example 2.11
1. Arithmetic mod 3

+ �0 �1 �2
�0 �0 �1 �2
�1 �1 �2 �0
�2 �2 �0 �1

� �0 �1 �2
�0 �0 �0 �0
�1 �0 �1 �2
�2 �0 �2 �1

2. Multiplication mod 6

� 0 1 2 3 4 5
0 0 0 0 0 0 0
1 0 1 2 3 4 5
2 0 2 4 0 2 4
3 0 3 0 3 0 3
4 0 4 2 0 4 2
5 0 5 4 3 2 1

The set of congruence classes Zm inherit many basic properties from ordinary
arithmetic.

Proposition 2.12
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Fix the modulus m: Let �a;�b; �c 2 Zm
1. Associativity of addition:

�
�a+�b

�
+ �c = �a+

�
�b+ �c

�
:

2. Commutativity of addition: �a+�b = �b+ �a:
3. Property of 0 : �a+ �0 = �a:
4. Additionative inverse: �a+ (�a) = �0:

5. Distributivity:
�a �
�
�b+ �c

�
= �a � �b+ �a � �c�

�a+�b
�
� �c = �a � �c+�b � �c

6. Associativity of multiplication :
�
�a � �b

�
� �c = �a �

�
�b � �c

�
:

7. Commutativity of multiplication: �a � �b = �b � �a:
8. Property of 1 : �a � �1 = �a:

In this context, an additive inverse exist for any congruence class �a 2 Zm; but
a multiplicative inverse modulo m, de�ned as the solution to equation �a � x = 1
in Zm ; or congruence equation ax � 1 (modm) ; does not always exist.

Theorem 2.13
A congruence class mKa = a has a multiplikative inverse modulo m if and

only if (a;m) = 1:

Proof. If a multiplicative inverse modm to a congruence class a is a congru-
ence class �b then �a � b = 1 in Zm and ab � 1 (modm) ; i.e. ab � 1 = mt and
ab+m (�t) = 1with some integer t; witch implies that (a;m) = 1:
On the other side, if (a;m) = 1 then ab +mt = 1; with some b; t 2 Z: Thus

ab � 1 (modm) and �a � b = 1 in Zm:
4

Finite �elds

Here we introduce some basic construction of an algebraic system.
A ring R is a set with two operations - addition and multiplication ( + and �)

with two special elements: 0 ( additive identity) and 1 ( multiplicative identity),
and with the properties:
1. Associativity of addition: (a+ b) + c = a+ (b+ c) for all a; b; c 2 R:
2. Commutativity of addition: a+ b = b+ a:
3. Property of 0 : a+ 0 = a for all a 2 R
4. Additionative inverse: if a 2 R then a has a additionative inverse b 2 R :

a+ b = 0:

5. Distributivity:
a � (b+ c) = a � b+ a � c
(a+ b) � c = a � c+ b � c for all a; b; c 2 R:
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6. Associativity of multiplication : (a � b) � c = a � (b � c) for all a; b; c 2 R:
Very often, a concrete ring has some additional properties:
7. Commutativity of multiplication: a � b = b � a for all a; b 2 R; then the ring

is called commutative ring.
8. Property of 1 : a � �1 = �a:for all a 2 R; ; then the ring is called a ring with

unit.
In a commutative ring R with unit, for a given a 2 R, if there is a�1 2 R so

that a � a�1 = 1; then a�1 is said to be multiplicative inverse, and a is to said to
have a multiplicative inverse.
9. A commutative ring in witch every nonzero element has multiplicative

inverse is a �eld.

Example 2.14
1. The integers Z with the usual addition and multplication is a commutative

ring with unit.
2. The set Zm with addition and multiplcation modulo m is a commutaive

ring with unit.
3. The even integers 2Z with the usual addition and multplication is a com-

mutative ring without unit.
4. The rational numbers Q and the real numbers R with the usual addition

and multplication are all �elds. This �elds have an in�nite number of elements.
However, there do exist �elds with �nite numbers of elements.We are able to show
that if an integer p is prime then the set of congruence classes Zp is a �eld.

Theorem 2.15
Zm is a �nite �eld if and only if m is prime.

Proof. If m is a prime number p, then (1;m) = (2;m) = � � � = (m� 1;m) =
1. Thus all the nonzero classes of Zp have multiplicative inverses, and hence, Zp is
a �eld. On the other hand, if m is not a prime, then m = a � b with 1 < a; b < m:
Thus (a;m) = a > 1 and the nonzero classses �a and b have not multiplicative
inverses and Zm is not a �eld.

4

Example 2.16
1 .Consider p = 7: Then Z7 is a �eld because all the nonzero elements

1; 2; 3; 4; 5; 6 have inverses, witch are 1; 4; 5; 2; 3; 6 respectively.
2. Consider p = 6: Then the nonzero elements 2; 3; 4 has not inverses, because

2 � 3 � 3 � 4 � 0 (mod 6) and hence Z6 is not a �eld.
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Algebra lectures. Rimantas Grigutis

Lecture 3

Euler�s function. Euler�s theorem. Fermat�s little theorem. Wilson�s theorem.
Chinese remainder theorem

Euler�s function

De�nition 3.1
We say that Um is the set of all congruence classes modulo m, witch have

multiplicative inverses:

Um= f�aj (a;m) = 1; 0 � a � m� 1g :

We say that the set Um has ' (m) elements, where ' is the Euler function,
i.e. ' (m) is a cardinality of Um.

Remark 3.2
For a positive integer m the Euler function ' (m) is the number of integers a

so that 0 � a � m� 1 and (a;m) = 1:

The following property of the Euler function is fundamental.

Proposition 3 3 (multiplicative function)
If (m;n) = 1; then ' (m � n) = ' (m) � ' (n) ( ' (m) is a multiplicative func-

tion).
Without proof.

Example 3.4
1. If p is a prime number, then ' (p) = p�1, because all numbers 1; 2; :::; p�1

are relatively prime with p:
2. Let a be an integer and p be a prime number . Then ' (p�) = p� � p��1 =

p�
�
1� 1

p

�
; because if (a; p) = 1 and 0 � a � p� � 1 then a = t � p with

0 � t � p��1 � 1:
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3. Let m is a product of primes m = pk11 �pk22 � � � � �pkss : Then using Propositiom
3.3 we have ' (m) = m

�
1� 1

p1

�
� � �
�
1� 1

ps

�
:

4. ' (120) = ' (8 � 3 � 5) = ' (23) � ' (3) � ' (5) = (23 � 22) (3� 1) (5� 1) = 32:
' (120) = 120 �

�
1� 1

2

� �
1� 1

3

� �
1� 1

5

�
= 32:

Proposition 3.5
1.The set Um is closed under multiplication in this sence that a; b 2 Um implies

ab 2 Um:
2. The set Um is closed under inverses in this sence that a 2 Um implies

a�1 2 Um:
Proof is obvious.

Euler�s theorem. Fermat�s little theorem

De�nition 3.6
Let m be a positive integer and s = ' (m) : A set of integers r1; r2; :::; rs is

called a prime residue system modulo m if Um = fr1; r2; :::; rsg

Lemma 3.7
Let r1; r2; :::; rs be a prime residue system modulo m and an integer a is rel-

atively prime with m. Then the system ar1; ar2; :::; ars is also a prime residue
system modulo m.

Proof. The integers r1; r2; :::; rs and a are relatively prime with m. Then,
by Proposition 1.11, we have that for any i; 1 � i � s; (ari;m) = 1: Thus the
integers ar1; :::; ars are relatively prime with m. Now if ari � arj (modm) then,
by cancellation property of Proposition 2.7 , ri � rj (modm) and the integers
ar1; ar2; :::; ars is a prime residue system modulo m.

4
Corollary 3.8
Let r1; r2; :::; rs be a prime residue system modulo m and an integer a is

relatively prime with m. Then

asr1 � � � rs � r1 � � � rs (modm) :

Proof. From Lemma 3.7 we have that

Um = fr1; :::; rsg = far1; :::; arsg ;
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and hence

ar1 � � � � � ars = r1 � ::: � rs;
ar1 � � � ars � r1 � � � rs (modm) ;
asr1 � � � rs � r1 � � � rs (modm) :

4

Theorem 3.9 (Euler)
If (a;m) = 1; then a'(m) � 1 (modm) :

Proof Let r1; r2; :::; rs be a prime residue system modulo m . From Corollary
3.8 we have

asr1 � � � rs � r1 � � � rs (modm)

and since the integers are relatively prime to m, we can apply cancellation
property of Proposition 2.7 to obtain

as � 1 (modm)

and

a'(m) � 1 (modm)

4

Corollary 3.10
If (a;m) = 1; then a�1 � a'(m)�1 (modm) :

Theorem 3.11(Fermat little theorem)
If p is a prime and a is an integer not divisible by p, then ap�1 � 1 (mod p)

Proof is obvious.

Corollary 3.12
If p is a prime and a is an integer not divisible by p, then a�1 � ap�2 (mod p) :

The next theorem is a generalization of Fermat�s little theorem.
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De�ntion 3.13
A natural number is squarefree if it is the product of distinct primes.

Theorem 3.14
If a natural number m is squarefree, that is m = p1 � � � � �pr for distinct primes

p1; :::; pr, then for all integers a; a'(m)+1 � a (modm) :

Proof. We have that

' (m) = ' (p1 � � � � � pr ) = (p1 � 1) � � � � � (pr � 1) :

Let a be an integer. For each prime pi, 1 � i � r; we have two cases.
First consider the case (a; pi) = 1:From Fermat Theorem we have.

api�1 � 1 (modm)
a'(m) = (api�1)

'(m)
pi�1 � 1 (mod pi)

and

a'(m)+1 � a (mod pi) :

Next;consider the case (a; pi) 6= 1: Then a is divisible by pi ; i.e.

a � 0 (mod pi)

and

a'(m)+1 � 0 � a (mod pi) :

So we have that in both cases the integer a'(m)+1 � a is divisible by prime p;
1 � i � r and from Proposition 1.19 we have that a'(m)+1 � a is divisible by

p1 � � � � � pr = m :

a'(m)+1 � a (modm)
�a'(m)+1 = �a:
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4

Wilson�s theorem

Theorem 3.15 (Wilson)
An integer m is prime if and only if (m� 1)! � �1 (modm)
Proof. We have two cases. First consider the case where m is prime p:Thus

all the nonzero classes of Zp have multiplicative inverses:

1
�1
= i1; :::; (p� 1)

�1
= ip�1:

If a�1 = a then a2 = a � a�1 = 1 and

a2 � 1 (mod p)
(a2 � 1) � 0 (mod p)

(a� 1) (a+ 1) � 0 (mod p) :

Thus, (i� 1) (i+ 1) is divisible by p This means that either i � 1 is divisible
by p and i�1 = 0 , i.e. i = 1; or i+1 is divisible by p and i+1 = p; i.e. i = p�1:
Hence, we have

(p� 1)! = 1 � 2 � � � � � (p� 2) � (p� 1)
= 1 � (2 � i2) � � � � ((p� 2) � ip�2) � (p� 1)

= 1 � (p� 1) = (p� 1) = (�1)

and

(p� 1)! � �1 (mod p) :

Next; consider the case where m is the product a � b ; 1 < a; b < m: We have
three cases:
1: If 1 < a < b < m, then (m� 1)! = 1 � � � a � � � b � � � (m� 1) is divisible by a � b

and (m� 1)! = 0 6= �1 (modm) .
2: Ifm = a�a = a2 and a > 2; m > 4 , then (m� 1)! = 1 � � � (1 � a) � � � (2 � a) � � � (m� 1)

is divisible by a2 and (m� 1)! = 0 6= �1 (modm) .
3: If m = 4; then (4� 1)! = 3! = 6 � 2 (mod 4) 6= �1 (mod 4) :

4

Remark 3.16
Using Wilson�s theorem, we have
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f (m) = sin

�
� � ((m� 1)! + 1)

m

�
=

�
0; with prime m

6= 0; with composite m :

However, to use f (m) as a primality test is not practical, because we have to
calculate a very large number (m� 1)! even for small m:

Chinese remainder theorem
Theorem 3.17 (Chinese remainder theorem).
Let m1;m2; :::;mk be positive integers, with (mi;mj) = 1;when i 6= j: Then

the system of congruences

x � a1 (modm1)
x � a2 (modm2)

� � �
x � ak (modmk)

has a solution. Moreover, any two solutions are congruent modulo
m1 �m2 � � � � �mk:

Proof of theorem is based on the following Lemmas.

Lemma 3.18
Let m1;m2; :::;mk be positive integers, with (mi;mj) = 1;when i 6= j: If

a � b (modmi) ; 1 � i � k; then a � b (modm1m2 � � �mk) :

Proof The proof uses induction. We consider the case when k = 2 : we have
a � b (modm1) and a � b (modm2), with (m1;m2) = 1: By Theorem 1.10 there
exist x and y such that xm1+ym2 = 1. Multiplying through by (a� b), we obtain

(a� b)| {z }
... m2

xm1

| {z }
... m1m2

+ (a� b)| {z }
... m1

ym2

| {z }
... m1m2

= a� b

Thus, we have that a� b is divisible by m1m2:
4

Lemma 3.19
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If a � b (modm) and m is divisible by d, then a � b (mod d) :
Proof is is obvious ( I hope).

4

Now we can prove Chinese remainder theorem.

Proof of Theorem 3.17. De�ne M = m1 � m2 � � � � � mk;Mi =
M

mi

with

i = 1; 2; :::; k: From (Mi;mi) = 1 there exist Ni such that

MiNi � 1 (modmi) ; i = 1; 2; :::; k:

Ni is the multiplicative inverse of Mi modulo mi:
Consider the number

x� =M1N1a1 + � � �+MkNkak:

Then we have

x� =M1N1a1 + � � �+MkNkak �MiNiai � ai (modmi) ;

hence x� is a solution of the system of congruences. Therefore, if x is a solution
of the system of congruences

x � a1 (modm1)
x � a2 (modm2)

� � �
x � ak (modmk)

then

x � x0 (modm1)
x � x0 (modm2)

� � �
x � x0 (modmk)

:

and using Lemma 3.18 and Lemma 3.19 we have

x = x� (modm1m2 � � �mk) :
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4

Example 3.20
Solve the system of congruences:

x � 2mod 3
x � 3mod 5
x � 2mod 7

:

1. M = 3 � 5 � 7 = 105
2. M1 =

105
3
= 35;M2 =

105
5
= 21;M3 =

105
7
= 15:

3. N1 � 35�1 (mod 3) = 2;N2 � 21�1 (mod 5) = 1;N3 = 15�1 (mod 7) = 1:
4. x� = 35 � 2 � 2 + 21 � 1 � 3 + 15 � 1 � 2 = 233:
Finally, all solutions of the system of congruences is x = 233 + 105t; t 2 Z ,

i.e. x 2105 K233:
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Algebra lectures. Rimantas Grigutis

Lecture 4

Determinants: de�nitions.

Determinants: de�nitions

The line l in the xy-plane can be represented by an equation of the form
a1x + a2y = b, where a1; a2 and b are real constants and a21 + a22 > 0; a1 and a2
are not both zero. Consider the two lines l1 and l2 :

a11x+ a12y = b1
a21x+ a22y = b2

(a211 + a212 > 0)
(a221 + a222 > 0)

(1)

The solutions of the system of equations correspond to points of intersection
of l1 and l2: Add a22 times the �rst equation to �a12 times the second and add
�a21 times the �rst equation to a11 times the second to obtain

(a11a22 � a21a12)x = b1a22 � b2a12
(a11a22 � a21a12) y = b2a11 � b1a21

There are three possibilities:
1) if a11a22 � a21a12 = 0 and b1a22 � b2a12 = 0 then this system has in�nitely

many solutions and the lines l1 and l2 overlap completely;
2) if a11a22 � a21a12 = 0 and b1a22 � b2a12 6= 0 then this system no solution

and the lines l1 and l2 are parallel and do not intersect;
3) if a11a22 � a21a12 6= 0 then this system has exactly one solution

x =
b1a22 � b2a12
a11a22 � a21a12

y =
b2a11 � b1a21
a11a22 � a21a12

and the lines l1 and l2 intersect at one point.

De�nition 4.1

1. The table
�
a11 a12
a21 a22

�
is called the coe¢ cient matrix of the system (1) :
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2. Let A =

�
a11 a12
a21 a22

�
be a matrix. We de�ne the determinant of A,

denoted by detA; to be scalar

detA = det

�
a11 a12
a21 a22

�
= a11a22 � a21a12:

The notation

���� a11 a12
a21 a22

���� is also used for the determinat of A: The determi-
nat�s formula is obtained by multiplying the entries on the rightwarf arrow and
subtracting the product on the the leftward arrow:

positive product

0@ a11 a12
&

a21 a22

1A negative product

0@ a11 a12
%

a21 a22

1A :

If detA 6= 0, where A is the coe¢ cient matrix of the system (1), then the
system has a unique solution and this solution is

x =

���� b1 a12
b2 a22

�������� a11 a12
a21 a22

���� ir y =
���� a11 b1
a21 b2

�������� a11 a12
a21 a22

���� :
This formula is known as Cramer�s Rule.
The plane p in the xyz-space can be represented by an equation of the form

a1x+ a2y+ a3z = b, where a1; a2; a3 and b are real constants and a21+ a
2
2+ a

2
3 > 0;

a1; a2 and a3 are not both zero. Consider the three planes p1; p2 and p3 :

a11x+ a12y + a13z = b1
a21x+ a22y + a23z = b2
a31x+ a32y + a33z = b3

(a211 + a212 + a213 > 0)
(a221 + a222 + a223 > 0)
(a231 + a232 + a233 > 0)

(2)

The solutions of the system of equations correspond to points of intersection
of p1; p2 and p3:
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Add (a22a33 � a32a23) times the �rst equation to (a32a13 � a12a33) times the
second equation and then add the obtained sum to (a12a23 � a22a13) times the
third equation

a11x+ a12y + a13z = b1 j� a22a33 � a32a23
a21x+ a22y + a23z = b2 j� a32a13 � a12a33
a31x+ a32y + a33z = b3 j� a12a23 � a22a13

to obtain

(a11a22a33 + a21a32a13 + a31a12a23 � a11a32c23 � a21a12c33 � a31a22a13)x =
b1a22a33 + b2a32a13 + b3a12a23 � b1a32a23 � b2a12a33 � b3a22a13:

Add (a23a31 � a33a21) times the �rst equation to (a33a11 � a13a31) times the
second equation and then add the obtained sum to (a13a21 � a23a11) times the
third equation

a11x+ a12y + a13z = b1
a21x+ a22y + a23z = b2
a31x+ a32y + a33z = b3

j� a23a31 � a33a21
j� a33a11 � a13a31
j� a13a21 � a23a11

to obtain

(a11a22a33 + a21a32a13 + a31a12a23 � a11a32c23 � a21a12c33 � a31a22a13) y =
a11b2a33 + a21b3a13 + a31b1a23 � a11b3a23 � a21b1a33 � a31b2a13:

Add (a21a32 � a31a22) times the �rst equation to (a31a12 � a11a32) times the
second equation and then add the obtained sum to (a11a22 � a21a12) times the
third equation

a11x+ a12y + a13z = b1
a21x+ a22y + a23z = b2
a31x+ a32y + a33z = b3

j� a21a32 � a31a22
j� a31a12 � a11a32
j� a11a22 � a21a12

to obtain

(a11a22a33 + a21a32a13 + a31a12a23 � a11a32c23 � a21a12c33 � a31a22a13) z =
a11a22b3 + a21a32b1 + a31a12b2 � a11a32b2 � a21a12b3 � a31a22b1:
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If (a1b2c3 + a2b3c1 + a3b1c2 � a1b3c2 � a2b1c3 � a3b2c1) 6= 0; then

x =
d1b2c3 + d2b3c1 + d3b1c2 � d1b3c2 � d2b1c3 � d3b2c1

a11a22a33 + a21a32a13 + a31a12a23 � a11a32c23 � a21a12c33 � a31a22a13

y =
a1d2c3 + a2d3c1 + a3d1c2 � a1d3c2 � a2d1c3 � a3d2c1

a11a22a33 + a21a32a13 + a31a12a23 � a11a32c23 � a21a12c33 � a31a22a13

z =
a1b2d3 + a2b3d1 + a3b1d2 � a1b3d2 � a2b1d3 � a3b2d1

a11a22a33 + a21a32a13 + a31a12a23 � a11a32c23 � a21a12c33 � a31a22a13
and the planes p1; p2 and p3 intersect at one point.

De�nition 4.2

1. The table

0@ a11 a12 a13
a21 a22 a23
a31 a32 a33

1A is called the coe¢ cient matrix of the system

(2) :

2. Let A =

0@ a11 a12 a13
a21 a22 a23
a31 a32 a33

1A be a matrix. We de�ne the determinant of A,

denoted by detA; to be scalar

detA = det

0@ a11 a12 a13
a21 a22 a23
a31 a32 a33

1A =

a11a22a33 + a12a23a31 + a13a21a32 � a13a22a31 � a12a21a33 � a11a23a32:

The notation

������
a11 a12 a13
a21 a22 a23
a31 a32 a33

������ is also used for the determinat of A: The deter-
minat�s formula is obtained by recopying the �rst and second rows as shown in
(3) : The determinant is computed by summning the products on the rightward
arrows and subtracting the products on the leftward arrows.

positive
products

:

0BBBBBBBBBBBB@

a1 b1 c1
&

a2 b2 c2
& &

a3 b3 c3
& &

a1 b1 c1
&

a2 b2 c2

1CCCCCCCCCCCCA
,
negative
products

:

0BBBBBBBBBBBB@

a1 b1 c1
%

a2 b2 c2
% %

a3 b3 c3
% %

a1 b1 c1
%

a2 b2 c2

1CCCCCCCCCCCCA
24



(3)

If detA 6= 0, where A is the coe¢ cient matrix of the system (1), then the
system has a unique solution and this solution is

x =

������
b1 a12 a13
b2 a22 a23
b3 a32 a33

������������
a11 a12 a13
a21 a22 a23
a31 a32 a33

������
, y =

������
a11 b1 a13
a21 b2 a23
a31 b3 a33

������������
a11 a12 a13
a21 a22 a23
a31 a32 a33

������
z =

������
a11 a12 b1
a21 a22 b2
a31 a32 b3

������������
a11 a12 a13
a21 a22 a23
a31 a32 a33

������
:

This formula is known as Cramer�s Rule.

De�nition 4.3
A permutation of the set of integers f1; 2; :::; ng is an arrangement of the

numbers 1; 2; :::; n; denoted (i1; i2; :::; in) : An inversion occurs in the permuta-
tion (i1; i2; :::; in) when ir > is but r < s: The total number of inversions in the
permutation(i1; i2; :::; in) is denoted inv(i1; i2; :::; in) A permutaion is called even
if inv(i1; i2; :::; in) is an even integer and is called odd if inv(i1; i2; :::; in) is an odd
integer.

The set f1; 2; :::; ng have n! di¤erent permutations.

Example 4.4
The table of the permutations of f1; 2g :

even permutation odd permutation
(1; 2) (2; 1)

The table of the permutations of f1; 2; 3g :

even permutations odd permutations
(1; 2; 3) (3; 2; 1)
(2; 3; 1) (2; 1; 3)
(3; 1; 2) (1; 3; 2)

.
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De�niton 4.5

The determinat of an n�n matrix

0B@ a11 � � � :a1n
...

. . .
...

an1 � � � ann

1CA is the sum of n! signed

products (�1)inv(i1;i2;:::;in) a1i1a2i2 � � � anin ; where (i1; i2; :::; in) is a permutation of
f1; 2; :::; ng :

det

0B@ a11 � � � a1n
...

. . .
...

an1 � � � ann

1CA= X
(i1;:::;in)

(�1)inv(i1;i2 :::;in) a1i1a2i2� � � anin

where
X

(i1;:::;in)

is the sum over all permutations (i1; i2; :::; in) :

26



:
Algebra lectures. Rimantas Grigutis

Lecture 5

Determinants: properties.

Determinants: properties

De�nition 5.1
Supose that A is an n� n matrix. The (i; j)- minor of A is de�ned to be the

determinant of the (n� 1) � (n� 1) matrix obtained from A by deleting the ith

row and the jth column. We will denote this by Mij (A) =Mij:

Proposition 5.2

Let A be a 3� 3 matrix, A =

0@ a11 a12 a13
a21 a22 a23
a31 a32 a33

1A : Then

detA = a11M11 � a12M12 + a13M13:

Proof.

a11M11�a12M12+a13M13 = a11

���� a22 a23
a32 a33

�����a12 ���� a21 a23
a31 a33

����+a13 ���� a21 a22
a31 a32

���� =
a11 (a22a33 � a23a32) � a12 (a21a33 � a23a31) + a13 (a21a32 � a22a31) = a11a22a33 +
a12a23a31 + a13a21a32 � a13a22a31 � a12a21a33 � a11a23a32 = detA:

4

This proposition is a special case of the folowing theorem, which we state with-
out proof.

Theorem 5.3

Let A =

0B@ a11 � � � a1n
...

. . .
...

an1 � � � ann

1CA : Then we can expand the determinant of A by

along any row or column:

detA =(�1)i+1 ai1Mi1+(�1)i+2 ai2Mi2+ � � �+(�1)i+n ainMin
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for each 1 � i � n; the i-th row expansion, and

detA =(�1)1+j a1jM1j+(�1)2+j a2jM2j+ � � �+(�1)n+j anjMnj

for each 1 � i � n; the j-th column expansion.
Without proof.

We shall present now some of the fundamental properties of the determinant.

Property D1

If the matrix A =

0B@ a11 � � � a1n
...

. . .
...

an1 � � � ann

1CA has zero row, i.e. ai1 = ai2 = � � � =

ain = 0 for some1 � i � n , then detA = 0: If the matrix A has zero column, i.e.
a1j = a2j = � � � = anj = 0 for some1 � j � n , then detA = 0:

Property D2
The determinant of a upper triangular matrix is the product of the entries on

the diagonal: if A =

0B@ a11 � � � a1n
...

. . .
...

an1 � � � ann

1CA and ai;j = 0; with 1 � i < j � n; then

detA = a11a22 � � � ann:

Property D3
The determinant of a lower triangular matrix is the product of the entries on

the diagonal: if A =

0B@ a11 � � � a1n
...

. . .
...

an1 � � � ann

1CA and ai;j = 0; with n � i > j � 1; then

detA = a11a22 � � � ann:

Property D4

If A =

0B@ a11 � � � a1n
...

. . .
...

an1 � � � ann

1CA and AT =

0B@ a11 � � � an1
...

. . .
...

a1n � � � ann

1CA ; the transpose of

the matrix A , then
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detA = detAT :

Property D5
If two rows of the matix A are equal, then detA = 0:

Property D6
If two columns of the matix A are equal, then detA = 0:

Property D7
If two rows or two columns of a matrix are interchanged, then the determinant

changes sign.

Property D8.
The determinant has a linearity of each row and column:�������
a11 + a011 � � � a1n + a01n

...
. . .

...
an1 � � � ann

������� =
�������
a11 � � � a1n
...

. . .
...

an1 � � � ann

�������+
�������
a011 � � � a01n
...

. . .
...

an1 � � � ann

��������������
a11 + a011 � � � a1n

...
. . .

...
an1 + a0n1 � � � ann

������� =
�������
a11 � � � a1n
...

. . .
...

an1 � � � ann

�������+
�������
a011 � � � a1n
...

. . .
...

a0n1 � � � ann

��������������
ta11 � � � ta1n
...

. . .
...

an1 � � � ann

������� = t

�������
a11 � � � a1n
...

. . .
...

an1 � � � ann

��������������
ta11 � � � a1n
...

. . .
...

tan1 � � � ann

������� = t

�������
a11 � � � a1n
...

. . .
...

an1 � � � ann

������� :
Property D9
If a multiple of one row is added to another row, the determinant of the new

matrix is the same as the old one.

Example 5.4

Evaluate the determinant

������
1 3 2
4 2 10
8 19 6

������ :
Keep the �rst row, multiply the �rst row with (�4) and add to the second

row, then multiply the �rst row with (�8) and add to the third row
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������
1 3 2
4 2 10
8 19 6

������
(�4) (�8)
# j

#

We get ������
1 3 2
4 2 10
8 19 6

������ =
������
1 2 3
0 �10 2
0 �5 �10

������ :
Expand along the �rst column, gives������
1 2 3
0 �10 2
0 �5 �10

������ = (1)
���� �10 2
�5 �10

����� (0) ���� 2 3
�5 �10

����+ (0) ���� 2 3
�10 2

���� =���� �10 2
�5 �10

���� :
Keep the �rst row, multiply the �rst row with (�1

2
) and add to the second row���� �10 2

�5 �10

���� (�1
2
)

#

We get������
1 3 2
4 2 10
8 19 6

������ =
������
1 2 3
0 �10 2
0 �5 �10

������ =
���� �10 2
�5 �10

���� = ���� �10 2
0 �11

���� property D2=

(�10)(�11) = 110:

Example 5.5

Evaluate the determinant

��������
1 3 1 1
2 1 7 2
3 8 1 2
1 4 3 1

�������� = �15:
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��������
1 3 1 1
2 1 7 2
3 8 1 2
1 4 3 1

��������
(�2) (�3) (�1)
# j j

# j
#

=

��������
1 3 1 1
0 �5 5 0
0 �1 �2 �1
0 1 2 0

�������� =

(�5)

��������
1 3 1 1
0 1 �1 0
0 �1 �2 �1
0 1 2 0

��������
(1) (�1)
# j

#

= (�5)

��������
1 3 1 1
0 1 �1 0
0 0 �3 �1
0 0 3 0

�������� (1)# =

(�5)

��������
1 3 1 1
0 1 1 0
0 0 �3 �1
0 0 0 �1

�������� = (�5) (1) (1) (�1) (�3) = �15:
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Algebra lectures. Rimantas Grigutis

Lecture 6

Permutations: De�nitions. Cycles. Transpositions. Sign of the permutations

De�nitions. Cycles

De�nition 6.1
Let �n = f1; 2; :::; ng be the set of integers from 1 to n: A function � : �n

�! �n is called a permutation of �n if � is bijection on �n: The set of all
permutations of �n will be denoted by Sn:

We can describe a permutation � by listing the integers i 2 �n and the corre-
sponding values � (i) : �

1 2 ::: n
� (1) � (2) ::: � (n)

�
:

The identity permutation, denoted ", is the permutation which represents i to
i :

" =

�
1 2 ::: n
1 2 ::: n

�
De�nition 6.2
A permutation � 2 Sn is a k-cycle if there exist k distinct integers i1; i2; :::; ik

from �n such that � (i1) = i2; � (i2) = i3; : : : ; � (ik) = i1 and � (i) = i for all
i =2 fi1; i2; :::; ikg : We will write (i1; i2; :::; ik) to denote the cycle �:

Let � = (i1; i2; :::; ik) be the k-cycle . The notation for � we can also write in
k di¤erent ways:

� = (i2; i3; :::; ik; i1)
� = (i3; :::; ik; i1; i2)

� � �
� = (ik; i1; i2:::; ik�1) :
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De�nition 6.3
Two cycles �1 = (i1; i2; :::; ik) and �2 = (j1; j2: : : : ; jl) are disjoint if ir 6= is

for all r and s:

Theorem 6.4
Any permutation in Sn can be expressed as a product of disjoint cycles.

Proof. Let � 2 Sn , i1 2 �n and de�ne the �nite set

C1 = fi1; � (i1) ; �2 (i1) ; :::g ;

where �t (i) = � (�t�1 (i)) for all positive integers t :
Now let i2 be the integer in �n that is not in C1 and de�ne the �nite set

C2 = fi2; � (i2) ; �2 (i2) ; :::g :

Now let i3 be the integer in �n that is not in C1 [C2 and de�ne the �nite set

C3 = fi3; � (i3) ; �2 (i3) ; :::g :

We continue in this way to de�ne �nite disjoint sets C4; :::: Since �n is a
�nite set, this process will end and there will be a �nite number of these sets:
C1; C2: : : : ; Cm: De�ne the disjoint cycles

�1 = (i1; � (i1) ; �
2 (i1) ; :::) ; �2 = (i2; � (i2) ; �

2 (i2) ; :::) ; : : : ; �m =
(im; � (im) ; �

2 (im) ; :::) :

Then � = �1�2 � � ��m: This expression is called the disjoint cycle decomposi-
tion of �:

4

Example 6.5

Let � =
�
1 2 3 4 5 6 7 8
4 1 3 2 7 8 6 5

�
:

We start a cycle with 1; since � (1) = 4; �(4) = 2; � (2) = 1 we obtain the cycle
(1; 4; 2) : Because the integer 3 not used so far, we obtain the cycle (3) because
� (3) = 3: The integer 5 not used so far, therefore we obtain the cycle (5; 7; 6; 8) ;
since � (5) = 7; � (7) = 6; � (6) = 8; � (8) = 5:
The disjoint cycle decomposition of � is � = (1; 4; 2) (3) (5; 7; 6; 8) :
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De�nition 6.6
Let � and � be permutations in Sn: A composition of the functions � and �

is called the product of � and �; written ��: That is �� (i) = � (� (i)) , for all
i 2 �n:

Remark 6.7
If � and � are disjoint cycles, then �� = ��:

The next example shows that the multiplication on Sn is not commutative.

Example 6.8

If � =
�
1 2 3
3 2 1

�
and � =

�
1 2 3
3 1 2

�
, then

�� =

�
1 2 3
2 1 3

�
6=
�
1 2 3
1 3 2

�
= ��.

We summarize some properties of permutations which hold under multiplica-
tion.

Proposition 6.8
Let �; � and � be permutations in Sn:
S1 Associativity of multiplication : � (��) = (��)� :

(� (��)) (i) = � ((��) (i)) = � (� (� (i))) = (��) (� (i)) = ((��)�) (i) :

S2 Property of identity : "� = �" = �
S3 Multiplicative inverse : if

� =

�
1 2 ::: n
i1 i2 ::: in

�
then

��1=

�
i1 i2 ::: in
1 2 ::: n

�
;
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and

���1 = ��1� = ".

Transpositions. Sign of the permutations

De�nition 6.9
A 2-cycle (i1; i2) is called a transposition.

Theorem 6.10
If n � 2, then any permutation in Sn can be written as a product of transpo-

sitions.

Proof. Any cycle can be written as a product of transpositions as follows:

(i1; i2; i3; :::; ik�1; ik) = (i1; i2) (i2; i3) � � � (ik�1; ik) :

Since each permutaton is a product of cycles, we can obtain each permutation
as a product of transpositions.

4
As we can see, there is no unique way to represent permutation as the product

of transpositions. For instance, (1; 2) = (1; 2) (1; 2) (1; 2) :

Proposition 6.11
If � 2 Sn can be written as a product of r transpositions and if the same �

can be written as a product of s transpositions, then r and s is either both even or
both odd. A permutation � is called even if � is a product of an even number of
transpositions and odd if it is a product of an odd number of transpositions.
The proposition is more di¢ cult to prove and we omit the proof.

De�nition 6.12
If the permutation � 2 Sn can be written as a product of transpositions as

follow � = � 1� 2 � � � � k, then the sign of the permutation �, written sgn (�) ; is
de�ned by sgn (�) = (�1)k :

The sgn function satis�es the following properties.

Corollary 6.13
1. sgn (") = 1 and every transposition (i1; i2) has sign �1; sgn (i1; i2) = �1:
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2. If a permutation � is even, then sgn (�) = 1; and if a permutation � is odd,
then sgn (�) = �1:
3. For � and � 2 Sn; sgn (��) = sgn (�) sgn (�) :
4. For all � 2 Sn, sgn (�) = sgn (��1) :
5. The sign of the k-cycle � is sgn (�) = (�1)k+1 :
Without proof.

De�nition 6.14
Let An denote the set of all even permutation. The set An is called the alter-

nating set on �n:

Proposition 6.15
For n � 2; the number of even permutations in Sn is equal to the number of

odd permutations. So that the number of even permutations is
n!

2
( the alternating

set An has
n!

2
elements).

Proof. Let Bn be the set odd permutations in Sn: Fix a transposition � in
Sn:Denote the set

U� = f� 2 Snj� = �� ; � 2 Ang :
The set U� is the subset of Bn and let �1 = �1� and �2 = �2� be two

permutations of U� : Suppose that �1 = �2. Then �1� = �2� and so

�1 = �1�� = �2�� = �2:

Therefore, the number of even permutations in Sn; denote m; is not more than
the number of all odd permutations in Sn : m � n�m and 2m � n:
Conversely denote the set

V� = f� 2 Snj� = �� ; � 2 Bng :
The set V� is the subset of An and let �1 = �1� and �2 = �2� be two

permutations of V� : Suppose that �1 = �2. Then �1� = �2� and so

�1 = �1�� = �2�� = �2:

Therefore, the number of odd permutations in Sn is not more than the number
of all even permutations in Sn : n�m � m and n � 2m:
Summarizing, we have n = 2m: So that m =

n!

2
:

4
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Lecture 7

Systems of linear equations. Gaussian elimination. Solving linear equations

Systems of linear equations

We begin with a de�nition.

De�nition 7.1
A linear equation in n unknowns x1; x2; : : : ; xn is an equation of the form

a1x1+a2x2+ � � �+ anxn= b;

where �1; �2; :::; �n and b are real constants.

A system ofm linear equations in in n unknowns x1; x2; : : : ; xn is a set of linear
equations

a11x1 + a12x2 + � � �+ a1nxn = b1
a21 + a22x2 + � � �+ a2nxn = b2

� � �
am1x1 + am2x2 + � � �+ amnxn = bm

(1)

If all the bi = 0 then the system (1) is called homogeneous.
We say that a system (1) has a solution if there exist a sequence of numbers

�1; �2; :::; �n which satisfy each of the equations:

a11�1 + a12�2 + � � �+ a1n�n = b1
a21�1 + a22�2 + � � �+ a2n�n = b2

� � �
am1�1 + am2�2 + � � �+ amn�n = bm

:

A system of equations is called consistent if it has a solution. Otherwise the
system is called inconsistent.
The matrix 0@ a11 � � � a1n

� � �
am1 � � � amn

1A
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is called the coe¢ cient matrix of the system. The matrix0@ a11 � � � a1n j b1
� � �

am1 � � � amn j bm

1A (2)

is called the augmented matrix of the system.

De�nition 7.2 (Elementary row operations)
There are three types of elementary row operations of an augmented matrix

(2) corresponding to the equations in the associated system (1):
1. Interchanging two rows of (2) corresponds to interchanging two equations

in (1) :
2. Multiplying the row by a nonzero constant correspomds to multiplying the

equation in (1) by the same nonzero constant.
3. Adding a multiple of one row to another row in (2) corresponds to adding

the same multiple of the respective equation to another respective equation.
Matrix A is row equivalent to matrix B if B is obtained from A by a sequence

of elementary row operations.

Proposition 7.3
Elementary row operations do not change the set of solutions of the system: if

A and B are row equivalented matrices of two system of linear equations, then the
two systems have the same set of solutions.

Without proof.

De�nition 7.4 (Row-echelon form)
1. The zero matrix of any size is in row-echelon form
2. A nonzero matrix

j1 � � � j2 � � � jr0BBBBBBBB@

0 � � � 1 � � � a1j2 � � � a1jr a1n
0 � � � 0 � � � 0 1 � � � a2n
� � � � � � � � �
0 � � � 0 1 � � � arn
0 � � � 0 � � � 0 0
� � � � � � � � �
0 � � � 0 � � � 0 0

1CCCCCCCCA
(3)
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where

1) 1 � j1 < j2 < ::: < jr � n;
2) a1j1 =; a2j2 = � � � = arjr = 1;

3) aisi = 0; with si < ji , 1 � i � r;
4) ati = 0; with t > r; 1 � i � n;

is in row-echelon form.
3. Let a matrix A be row equivalent to the matrix in row-echelon form (3) :

Then rankA = r:
Example 7.5
The follwing matrices are in row-echelon form:

0@ 0 1 2 3 4
0 0 0 1 5
0 0 0 0 1

1A and

0BBBB@
0 1 3 0 �1
0 0 1 1 4
0 0 0 1 2
0 0 0 0 0
0 0 0 0 0

1CCCCA

The matrix

0BB@
0 1 2 3 4
0 0 1 5 �1
0 0 1 6 4
0 0 0 0 0

1CCA is not in row-echelon form.

Proposition 7.6
If a matrix A is in row echelon form, then�

0 � � � 0 j A
�

and 0BBB@
1 j �
0 j A
...
0

1CCCA
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are in row-echelon form.
Without proof.

Gaussian elimination

Theorem 7.7 (Gaussian elimination)
Let A be a given matrix . Then A is row equivalent to matrix B which is in

row-echelon form.

Pro¤. Let A is a matrix that has n columns. We will use induction by n.
For n = 1 the matrix A is

A =

0BBB@
a11
a21
...
am1

1CCCA
Consider two cases.
(1) If a11 = a21 = � � � = am1 = 0 then the matrix A is in row echelon form.
(2) If ai1 6= 0 for some i; 1 � i � m; then we use the following steps:
(i) interchange the top row with i-th row.
(ii) multiply the �rst row of the preceding matrix by 1

ai1
:

(iii) for all j; 2 � j � m; add (�aj1) times the �rst row of the preceding matrix
to the j-th row.
After these steps we have the following matrix B in row-echelon form:

B =

0BBB@
1
0
...
0

1CCCA :

Asume now that the theorem is true for n� 1. We will show that it is true for
the matrix A with n rows:

A =

0@ a11 � � � a1n
� � �

am1 � � � amn

1A
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Consider two cases.
(1) If a11 = a21 = � � � = am1 = 0 then

A =

0B@ 0 j a12 � � � a1n
... j A0

0 j

1CA ;

where A0 is the matrix with n�1 rows and by induction there exist such matrix
B0 in row-echelon form that A0 is row equivalent to B0: Then, by Proposition 7.6,
the matrix A is row equivalent to the matrix B wich is in row-echelon form:

B =

0B@ 0 j a12 � � � a1n
... j B0

0 j

1CA :

(2) If ai1 6= 0 for some i; 1 � i � m; then we use the following steps:
(i) interchange the top row with i-th row.
(ii) multiply the �rst row of the preceding matrix by 1

ai1
:

(iii) for all j; 2 � j � m; add (�aj1) times the �rst row of the preceding matrix
to the j-th row.
After these steps we have the following matrix A1:

A1 =

0BBB@
1 j ai2 � � � ain
0 j
... j A01
0 j

1CCCA ;

where A01 is the matrix with n�1 rows and by induction there exist such matrix
B0 in row-echelon form that A0 is row equivalent to B0: Then, by Proposition 7.6,
the matrix A is row equivalent to the matrix B wich is in row-echelon form:

B =

0BBB@
1 j a12 � � � a1n
0 j
... j B0

0 j

1CCCA :
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4

Solving linear equations

We describe the Gauss algorithm to solve a system of linear equations.
This algorithm starts with the augmented matrix A (2) of the system of linear

equations (1) and using Gaussian eliminations reduces to the matrix B in row-
echelon form, wich is row-equivalent to A :

j1 � � � j2 � � � jr � � � n0BBBBBBBB@

0 � � � 1 � � � a01j2 � � � a01jr � � � a01n j b01
0 � � � 0 0 1 � � � a02jr � � � a02n j b02
� � � � � � � � � j
0 � � � 0 1 � � � a0rn j b0r
0 � � � 0 � � � 0 0 j b0r+1
� � � � � � � � � j
0 � � � 0 � � � 0 0 j 0

1CCCCCCCCA
:

The corresponding system of equations is

xj1+ � � � +a01nxn = b01
xj2+ � � � +a02nxn = b02

� � �
xjr+ � � � +a0rnxn = b0r

0 = br+1

(4)

Consider three caces.
Case 1. If b0r+1 6= 0; then the system is inconsistent: the last equation is

0x1 + � � �+ 0xn = b0r+1

which has no solution.
Case 2. If cr+1 = 0 and r = n; then the system is consistent and has a unique

solution:

xn = b0n;
xn�1 = b0n�1 � a0n�1;nb

0
n;

:::;
x1 = b01 � � � � � a01nb

0
n:
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Case 3. If b0r+1 = 0 and r < n; then the system is consistent and has more than
one solution: the dependent unknowns xj1 ; xj2 ; : : : ; xjr are expressed in terms of
the remaining independent unknowns x1; : : : ; xj1�1; xj1+1; : : : ; xjr�1; xjr+1; : : : ; xn :

xj1 = b01 + a001j1+1xj1+1 + : : :+ a001jr�1xjr�1 + a001jr+1xjr+1 + : : :+ a001nxn
. . .

xjr = b0r + a00rjr+1xjr+1 + : : :+ a00rnxn:

Corollary 7.8
A homogeneous system of m linear equations in n unknowns always is consis-

tent and has a non-trivial solution if m < n:

Theorem 7.9 (L.Kronecker-A.Capelli)
The system of linear equations (1) is consistent if and only if the rank of the

coe¢ cient matrix is equal to the rank of the augmented matrix (2) :

rank

0@ a11 � � � a1n
� � �

am1 � � � amn

1A = rank

0@ a11 � � � a1n j b1
� � �

am1 � � � amn j bm

1A :

Without proof.

Corollary 7.10
1. If the system of m linear equations in n unknowns (1) is consistent and the

rank of the coe¢ cient matrix is equal n; then the system has a unique solution.
2. If the system of m linear equations in n unknowns (1) is consistent and the

rank of the coe¢ cient matrix is less than n; then the system has more than one
solution solution.
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Lecture 8

Matrices: de�nitions, arithmetic operations on matrices, inverses

Arithmetic operations on matrices

De�nition 8.1
A matrix over a �eld F is a rectangu twolar array of elements from F.

We shall use capital letters to denote matrices. The equation

A =

0BBB@
a11 a12 � � � a1n
a21 a22 � � � a2n

...
am1 am2 amn

1CCCA
means that the matrix A has m rows and n columns, A is called an m � n

matrix, and the element in the i-th row and j-th column of the matrix A equals
aij ( also written aij = (A)ij): We will denote by Mm�n (F) the set of all m � n
matrices over F . A matrix A with n rows and n columns is called a square matrix
of order n:

De�nition 8.2
Two matrices A and B are said to be equal if they have the same size, that is

A;B 2Mm�n (F) ; and (A)ij = (B)ij for 1 � i � m; 1 � j � n:

We shall consider the arithmetic operations on matrices.

De�nition 8.3

Let A =

0B@ a11 � � � a1n
...

...
am1 � � � amn

1CA and B =

0B@ b11 � � � b1n
...

...
bm1 � � � bmn

1CA be two matri-

ces, both have m rows and n columns. Then the sum A + B is the matrix

A + B =

0B@ a11 + b11 � � � a1n + b1n
...

...
am1 + bm1 � � � amn + bmn

1CA ; i.e : (A+B)ij = (A)ij + (B)ij and
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the di¤erence A � B is the matrix A � B =

0B@ a11 � b11 � � � a1n � b1n
...

...
am1 � bm1 � � � amn � bmn

1CA ;

i.e: (A�B)ij = (A)ij � (B)ij :

De�nition 8.4

Let A =

0B@ a11 � � � a1n
...

...
am1 � � � amn

1CA 2 Mm�n (F) and a 2 F . Then the product of

the matrix A by the scalar aA is the matrix aA =

0B@ aa11 � � � e aa1n
...

...
aam1 � � � aamn

1CA, i.e.
(aA)ij = a (A)ij :

De�nition 8.5
The matrix O in Mm�n (F) ; all of whose elements are zero, is called the zero

matrix, i.e. (O)ij = 0:

Proposition 8.6
Suppose that A;B;C are matrices in Mm�n (F) and a; b are scalars in F:Then
V1.(Associativity of addition) (A+B) + C = A+ (A+ C) :
V2.(Commutativity of addition) A+B = B + A:
V3.(Property of zero) O + A = A:
V4.(Additionative inverse) A+ (�A) = O:
V5.(Distributivity) (a+ b)A = aA+ bA:
V6.(Distributivity) a (A+B) = aA+ aB:
V7. (Associativity)(ab)A = a (bA) :
V8.(Property of identity) 1 � A = A:
V9.(Property of zero) A0 = 0A = O:
Without proof.

The system of linear equations

a11x1 + a12x2 + � � �+ a1nxn = b1
a21x1 + a22x2 + � � �+ a2nxn = b2

� � �
am1x1 + am2x2 + � � �+ amnxn = bm
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is equivalent to the matrix equation:

x1

0BB@
a11
a21
� � �
am1

1CCA+ x2

0BB@
a12
a22
� � �
am2

1CCA+ � � �+ xn

0BB@
a1n
a2n
� � �
amn

1CCA =

0BB@
b1
b2
� � �
bm

1CCA :

De�nition 8.7
Let A = (aij) 2 Mm�n (F) and B = (bij) 2 Mn�r (F) ( the number of colums

of the �rst matrix A must be equal to the number of rows of the second matrix

B). Then the product AB is the m� r matrix AB =

0B@ c11 � � � c1r
...

...
cm1 � � � cmr

1CA where

cij = (AB)ij =
nX
s=1

(A)is (B)sj = ai1b1j + ai2b2j + � � � + ainbnj for all i = 1; : : : ;m

and j = 1; :::; r:

Example 8.8

1.
�
1 2 3

�0@ 1 �1
3 �4
1 3

1A =
�
1 � 1 + 2 � 3 + 3 � 1 1 � (�1) + 2 � (�4) + 3 � 3

�
=�

10 0
�
:

2. The product

0@ 1 �1
3 �4
1 3

1A� 1 2 3
�
is not de�ned.

3.
�
3 5
1 2

��
�3 2
4 7

�
=

�
11 41
5 16

�
4.
�
3 5
1 2

��
�3 2
4 7

�
6=
�
�3 2
4 7

��
3 5
1 2

�
=

�
�7 �11
19 34

�
:

The system of linear equations

a11x1 + a12x2 + � � �+ a1nxn = b1
a21x1 + a22x2 + � � �+ a2nxn = b2

� � �
am1x1 + am2x2 + � � �+ amnxn = bm
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is equivalent to the matrix equation:0BB@
a11 a12 � � � a1n
a21 a22 � � � a2n
� � � � � � � � � � � �
am1 am2 � � � amn

1CCA
0BB@

x1
x2
� � �
xn

1CCA =

0BB@
b1
b2
� � �
bm

1CCA :

Proposition 8.9
Suppose that A;B;C;D;E are matrices and a; be a scalar in F:Then
S1. (Associativity) a (AB) = (aA)B = A (aB) if A 2 Mm�n (F) and B 2

Mn�r (F) :
S2. (Associativity of multiplication) (AB)C = A (BC) if A 2 Mm�n (F),

B 2Mn�r (F) and C 2Mr�s (F)
S3. (Distributivity) (A+D)B = AB + DB if A;D 2 Mm�n (F) and B 2

Mn�r (F) :
S4. (Distributivity) E (A+D) = EA + ED if E 2 Mk�m (F) and A;D 2

Mm�n (F).
Proof of S2.

((AB)C)ij =
rX
u=1

(AB)iu � (C)uj =
rX
u=1

�
nP
v=1

(A)iv (B)vu

�
� (C)uj =

rX
u=1

�
nP
v=1

((A)iv (B)vu) � (C)uj
�
=

nX
v=1

�
rP
u=1

(A)iv �
�
(B)vu (C)uj

��
=

nX
v=1

�
(A)iv �

rP
u=1

�
(B)vu (C)uj

��
=

nX
v=1

�
(A)iv � (BC)vj

�
= (A (BC))ij :

We used the equality of numbers:

rX
u=1

nP
v=1

duv =

rX
u=1

(du1 + du2 + � � �+ dun) =

(d11 + d12 + � � �+ d1n) + (d21 + d22 + � � �+ d2n) + � � �+ (dr1 + dr2 + � � �+ drn) =
(d11 + d21 + � � �+ dr1) + (d12 + d22 + � � �+ dr2) + � � �+ (d1n + d2n + � � �+ drn) =

nX
v=1

(d1v + d2v + � � �+ drv) =

nX
v=1

rP
u=1

duv:

4
Let y1; y2; :::; yk be the linear combinations of x1; x2; :::; xn :
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y1 = b11x1 + b12x2 + � � �+ b1nxn
y2 = b21x1 + b22x2 + � � �+ b2nxn
..................................................
yk = bk1x1 + bk2xk + � � �+ bknxn

and z1; z2; :::; zm be the linear combinations of y1; y2; :::; yk :

z1 = a11y1 + a12y2 + � � �+ a1kyk
z2 = a21y1 + a22y2 + � � �+ a2kyk
..................................................

zm = am1y1 + am2y2 + � � �+ amkyk .

Then 0BB@
y1
y2
� � �
yk

1CCA = B

0BB@
x1
x2
� � �
xn

1CCA ir

0BB@
z1
z2
� � �
zm

1CCA = A

0BB@
y1
y2
� � �
yk

1CCA ;

where A = (aij) 2Mm�k and B = (bij) 2Mk�n
and z1; z2; :::; zm be the linear combinations of x1; x2; :::; xn :

z1 = c11x1 + c12x2 + � � �+ c1kxn
z2 = c21x1 + c22x2 + � � �+ c2kxn
..................................................
zm = cm1x1 + cm2x2 + � � �+ cmkxn

where the matrix C =

0@ c11 � � � c1k
� � � � � � � � �
cm1 � � � cmk

1A is equal to the product AB :

0BB@
z1
z2
� � �
zm

1CCA = C

0BB@
x1
x2
� � �
xn

1CCA = AB

0BB@
x1
x2
� � �
xn

1CCA :
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Inverses

De�nition 8.10

The square matrix In =

0BB@
1 0 � � � 0
0 1 � � � 0
� � �

0 0 � � � 1

1CCA in Mn�n(F ) is called the identity

matrix of order n:

Proposition 8.11
1. If A 2Mn�m (F), then

A � Im = In � A = A .

2. If A 2Mn�n (F), then

A � In = In � A = A .

Theorem 8.12
If In (F) = fa � In 2Mn (F) j a 2 Fg and the function e : F ! In (F) is

de�ned by e (a) = a � In: Then e is a bijective function and e (a+ b) = e (a) +
e (b) ; e (a � b) = e (a) � e (b) :
We leave the proof to the reader.

Thus, the set of matricesMn (F) becomes an extension of the �eldF : F �Mn (F) :
The set Mn (F) is a commutative ring, but whether it is a �eld? We have the
following question: is it posible for given square matrix A to �nd a square matrix
B such that AB = BA = In?
Now answer this question.

De�nition 8.13
A square matrix A 2 Mn�n (F) is called inversible if there exists a matrix

B 2Mn�n (F) such that AB = BA = In: We say that B is the inverse of A and
write B = A�1:

Proposition 8.14 (inverse is unique)
If B and C are inverses of A; then B = C:

Proof. Since B and C are inverses of A; then
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AB = BA = In and AC = CA = In:

Thus

B = BIn = B (AC) = (BA)C = InC = C

4
The next theorem list the main properties of the inversible matrices.

Theorem 8.15
If A is a matrix in Mn�n (F) , then the following statements are equivalent.
1. rankA = n.
2. The homogeneous system of linear equations AX = O , where X =0@ x1
� � �
xn

1A and O =

0@ 0
� � �
0

1A ; has the unique solution.

3. detA 6= 0:
4. A is inversible.

5. The system of linear equations AX = B , where X =

0@ x1
� � �
xn

1A and B =0@ b1
� � �
bn

1A ; has the solution.

We need the following proposion.

Proposition 8.16
If A 2Mm�n (F) and B 2Mn�r (F), then

rank(AB) �rankA;
rank(AB) �rankB:

Without proof.

Proof of theorem 8.16.
From Corollary 7.10.1 we have that 1, 2:
Now prove that 1 , 3: Assume that the row-echelon form of A is B; so that

A can be reduced to B by the following sequence of elementary row operations:
k times interchanges two rows; multiplying the rows by the non-zero constants
a1; :::; al; t times adding a multiple of one row to another row. Thus
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detB = (�1)k �1 � � � � � �l detA:

Now we have the sequence of equivalences:

rankA = n, rankB = n, detB 6= 0, detA 6= 0:

Finally, we shall prove the sequence of implications 1) 5) 4) 1:
1) 5:
If rankA = n; then

n =rankA �rank(AjB) � n:

Thus

rankA =rank(AjB) = n

and by Kronecker-Capelli�s theorem 7.9 the system of linear equationsAX = B
has the solution.
5 ) 4: Let the column X1 be the solution of the system of linear equations

AX =

0BB@
1
0
� � �
0

1CCA ; the column X2 be the solution of the system of linear equa-

tions AX =

0BB@
0
1
� � �
0

1CCA ; :::;the column Xn be the solution of the system of linear

equations AX =

0BB@
0
0
� � �
1

1CCA and the square matrix Y be a matrix of the form

Y = (X1jX2j � � � jXn) : Thus,

AY = (AX1jAX2j � � � jAXn) =

0BB@
1 0 � � � 0
0 1 � � � 0
� � � � � � � � � � � �
0 0 � � � 1

1CCA = In:

Now we shal show that Y A = In; i.e. Y = A�1:
By Proposition 8.17 we know that
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n = rankIn = rankAY �rankY � n

and rankY = n: By the above there exist the matrix Z such that Y Z = In:
We thus get

Y A = Y AIn = Y AY Z = Y InZ = Y Z = In:

4) 1: If A is inversible, then

AA�1 = A�1A = In:

Thus

rankAA�1 =rankIn = n

and

n =rankAA�1 �rankA � n;

�nally, we have rankA = n which completes the proof of theorem.
4
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Algebra lectures. Rimantas Grigutis

Lecture 9

Complex numbers 1

Complex numbers

The set of complex numbers C can be de�ned with matrices from M 2 (R) :

De�nition 9.1
A complex number z is a matrix of the form

z=

�
a �b
b a

�
;

where a and b are real numbers.

The real complex number [a] =
�
a 0
0 a

�
is called the real part of z and the

real complex number [b] =
�
b 0
0 b

�
the imaginary part of z. These numbers are

denoted by Re(z) and Im(z) :

The complex number
�
0 �1
1 0

�
is denoted by i: Thus we migth write

z=

�
a �b
b a

�
=

�
a 0
0 a

�
+

�
0 �b
b 0

�
=

=
�
a 0
0 a

�
+

�
0 �1
1 0

��
b 0
0 b

�
= [a] + i [b]

and

i2 =

�
0 �1
1 0

��
0 �1
1 0

�
=

�
�1 0
0 �1

�
= [�1] :
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De�nition 9.2
Two complex numbers [a]+i [b] and [c]+i [d] are de�ned to be equal, [a]+i [b] =

[c] + i [d], if a = c and b = d:

The sum and product of two real complex numbers are also real complex
number

[a] + [b] = [a+ b] and [a] [b] = [ab]

The set of real complex numbers is a �eld under the matrix addition and
multiplication:
1. Associativity of addition: ([a] + [b]) + [c] = [a] + ([b] + [c]) :
2. Commutativity of addition: [a] + [b] = [b] + [a] :
3. Property of 0 : [a] + [0] = [a] :
4. Additionative inverse: [a] + [�a] = [0] :
5. Associativity of multiplication : ([a] [b]) [c] = [a] ([b] [c]) :
6. Commutativity of multiplication: [a] [b] = [b] [a] :
7. Property of 1 [a] [1] = [a] :
8. Multiplicative inverse: If a 6= 0 then [a] [a�1] = [1] :
9. Distributivity: [a] ([b] + [c]) = [a] [b] + [a] [c] :
10. [0] 6= [1] :

Notice that

[a]� [b] = [a] + (� [b]) = [a] + [�b] = [a� b] and
[a]
[b]
= [a] [b]�1 = [a] [b�1] = [ab�1] =

�
a
b

�
:

So the real complex number [a] can be identi�ed with the real number a and
we write the complex number z = [a] + i [b] as z =a+ ib:
The sum and di¤erence of two complex numbers is the complex numbers:

(a1 + ib1) + (a2 + ib2) = (a1 + a2) + i (b1 + b2)
(a1 + ib1)� (a2 + ib2) = (a1 � a2) + i (b1 � b2)

The product of complex numbers is de�ned so that the usual commutative and
distributive laws hold:
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(a1 + ib1) (a2 + ib2)
= a1 (a2 + ib2) + (ib1) (a2 + ib2) = a1a2 + a1 (ib2) + (ib1) a2 + (ib1) (ib2)
= a1a2 + ia1b2 + ib1a2 + i2b1b2 = (a1a2 + (�1) b1b2) + i (a1b2 + b1a2)

= (a1a2 � b1b2) + i (a1b2 + b1a2) :

Thus the set of complex numbers C is a �eld under the matrix addition and
multiplication:

1. Associativity of addition: (z1 + z2) + z3 = z1 + (z2 + z3) :
2. Commutativity of addition: :z1 + z2 = z2 + z1
3. Property of 0 : z+0 = z:
4. Additionative inverse: z+(�z) = 0:
5. Associativity of multiplication :(z1z2) z3 = z1 (z2z3) :
6. Commutativity of multiplication: z1z2 = z2z1 :
7. Property of 1 : z�1 = z:
8. Multiplicative inverse: If z =a + ib 6= 0 then z�1 = a

a2+b2
+ i �b

a2+b2
and

zz�1 = 1:
9. Distributivity: (z1+z2) z3 = z1z3 + z2z3:
10. [0] 6= [1] :

Geometric representation of complex numbers

The complex number z = a+ ib can also be represented by the vector (a; b) in
the plane R2(called the Argand plane). Thus, the complex number i = 0+ 1 � i is
identi�ed with the vector (0; 1) : Just as vectors in R2 are added or subtracted by
adding or subtracting corresponding components, so complex numbers are added
or subtracted by adding or subtracting their real parts and their imaginary parts:

(a1; b1)� (a2; b2) = (a1 � a2; b1 � b2)
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(a1;b1)

(a2;b2)

(a1+a2;b1+b2)

If a complex number z =a+ ib is viewed as a vector in R2, then the length of
the vector, written jzj ; is called the modulus of z : jzj =

p
a2 + b2:

Let z =a + ib be a non-zero complex number, r = jzj =
p
a2 + b2 > 0: Then

we have a = r cos'; b = r � sin', where ' is the angle fom the positive real axis
to the vector z: Thus, the complex number z can be written as

z = [r; '] = r cos'+ ir sin' = r (cos'+ i sin') :

where r = jzj =
p
a2 + b2 and tan' =

b

a
: This representation of z is called

trigonometric form of z:
The angle ' is called the argument of z and is denoted by ' = arg z: The

argument of z is not uniquely; any two arguments of z di¤er an integer multiple
of 2�: The argument of z that satis�es�� < ' � � is called the principal argument
of z and is denoted Arg z :

Arg z = arctan
b

a
+ �k;

where

k = 0 if a > 0 and b > 0;
k = 1 if a < 0 and b > 0;
k = �1 if a < 0 and b < 0;

De�nition 9.2
Two non-zero complex numbers z1 = [r1; '1] and z2 = [r2; '2] are de�ned to

be equal, z1 = z2, if r1 = r2 ir '1 = '2 + k � 2�; k 2 Z:

56



We show how trigonometric form can be used to give geometric interpretations
of multiplication of complex numbers.
Let

z1 = [r1; '1] = r1 cos'1 + ir1 sin'1
z2 = [r2; '2] = r2 cos'2 + ir2 sin'2

Then

z1z2 =
r1r2 ((cos'1 cos'2 � sin'1 sin'2) + i (cos'1 sin'2 + sin'1 cos'2)) =

r1r2 (cos ('1 + '2) + i sin ('1 + '2)) :

We obtain

z1z2 = [r1r2; '1 + '2] :

Thus we have shown that

jz1z2j = jz1j � jz2j
arg (z1z2) = arg z1 + arg z2

:

an argument of the product of two complex numbers is the sum of their ar-
guments and a modulus of the product of two complex numbers is the product of
their moduli.

Let z1 = a1 + ib1 =

�
a1 �b1
b1 a1

�
and z2 = a2 + ib2 =

�
a2
b2

�
: Then

z1� z2 =
�
a1 �b1
b1 a1

��
a2
b2

�
=�

a1a2 � b1b2
a1b2 + a2b1

�
= (a1a2 � b1b2) + (a1b2 + a2b1) i:

Let z = r cos � + ir sin � =

�
r cos �
r sin �

�
be the non-zero complex numbet. The

complex number z' = cos' + i sin' =

�
cos' � sin'
sin' cos'

�
has a modulus 1 and

an argument ', so the product
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z'z =

�
cos' � sin'
sin' cos'

��
r cos �
r sin �

�
=�

r cos � cos'� r sin � sin'
r sin � cos'+ r cos � sin'

�
=

�
r cos (� + ')
r sin(� + ')

�
has the same modulus as z and its argument is � + ' : multiplying z by z'

rotates z counterclockwise by ':The matrix
�
cos' � sin'
sin' cos'

�
is called a rotation

by ' matrix.

De�nition 9.3
If z = a+ ib, then the complex conjugate of z is the complex number de�ned

by �z = a� ib:

We list some of the properties of the complex conjugate in the following propo-
sition. The proof follow from the de�niton.

Propsition 9.4
1. z1+z2 = �z1 + �z2:
2. z1�z2 = �z1 � �z2:
3. (�z) = z:
4. z � �z = jzj2:

Let now z = [r; '] and z�1 = [q;  ] : Then

z � z�1 = [r; '] � [q;  ] = [r � q; '+  ] = 1 = [1; 0] ;

i.e.

r � q = 1; '+  = 0 + 2�k; k 2 Z;

and

q = r�1;  = �'+ 2�k; k 2 Z for example  = �':

Thus

z = r (cos'+ i sin') ; r 6= 0)�
z�1 = r�1 (cos'� i sin')
�z = r (cos'� i sin')

�
)

z � �z = r2 )
z�1 =

1

z
=

�z

z � �z =
�z

r2
=
1

r2
�z.
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Geometrically, the multiplicative inverse z�1 is obtained by re�ecting z in the

real axis and stetching by a factor of
1

r2
:

We show how trigonometric form can be used to give geometric interpretations
of division of complex numbers.
Let

z1 = [r1; '1] = r1 cos'1 + ir1 sin'1
z2 = [r2; '2] = r2 cos'2 + ir2 sin'2

Then

z1
z2
= z1 � z�12 = z1 �

1

r22
�z2

r1
r2
((cos'1 cos'2 + sin'1 sin'2) + i (cos'1 sin'2 � sin'1 cos'2)) =

r1r2 (cos ('1 � '2) + i sin ('1 � '2)) :

We obtain

z1
z2
=

�
r1
r2
; '1 � '2

�
:

Thus we have shown that����z1z2
���� =

jz1j
jz2j

arg

�
z1
z2

�
= arg z1 � arg z2

:

an argument of the quotient of two complex numbers is the subtract of their
arguments and a modulus of the quotient of two complex numbers is the quotient
of their moduli.
If n is a positive integer and z = r (cos'+ i sin') then

zn = z � z � � � z
n-factors

= rn
�
cos

�
'+ '+ � � �+ '

n-terms

�
+ i sin

�
'+ '+ � � �+ '

n-terms

��
and

zn = rn (cosn'+ i sinn') :
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If n is a positive integer and z = r (cos'+ i sin') then
z�n = (z�1)

n
= z�1�z�1� � � z�1

n-factors

= r�n
�
cos

�
�'� '� � � � � '

n-terms

�
+ i sin

�
�'� '� � � � � '

n-terms

��
and

z�n = r�n (cos (�n') + i sin (�n')) :

If r = 1; n 2 Z; then we have z = cos'+ i sin' and the equality

(cos'+ i sin')n = cosn'+ i sinn'

is called De Moivre�s formula.
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Algebra lectures. Rimantas Grigutis

Lecture 10

Complex numbers: nth roots of complex numbers. Roots of 1.

nth roots of complex number

De�nition 10.1
Let n be an positive integer. An nth root of the complex number z is a complex

number w such that wn = z:

Theorem 10.2
Let n be an positive integer and z = r (cos'+ i sin') :Then there are exactly

n di¤erent nth roots of z:

wk = n
p
r

�
cos

'+ 2�k

n
+ i sin

'+ 2�k

n

�
; k = 0; 1; 2; :::; n� 1:

Proof. Let w = q (cos + i sin ) : Using De Moivre�s formula, we get

qn (cosn + i sinn ) = r (cos'+ i sin') :

The equality of two complex numbers shows (De�nition 9.2) that

qn = r or q = n
p
r

and

n �  = '+ 2�k or  =
'+ 2�k

n
; k 2 Z:

Thus

w = wk = n
p
r

�
cos

'+ 2�k

n
+ i sin

'+ 2�k

n

�
; k 2 Z0

If k1; k2 2 Z and
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'+ 2�k1
n

=
'+ 2�k2

n
+ 2� � l; l 2 Z

then

k1 � k2 (modn)

and k = 0; 1; 2; :::; n� 1 produce di¤erent values of w:
4

Roots fo unity

An important special case of Theorem 10.2 is the numbers called the roots of
unity. By unity we mean the complex number 1 = 1 + 0i:

De�nition 10.3
The roots of equation wn = 1 are called nth roots of unity. The set of nth

roots of unity is denoted by U (n) :

1 has the trigonometic form

1 = [1; 0] = cos 0 + i sin 0:

Thus, nth roots of unity is given by

"k = cos
2�k

n
+ i sin

2�k

n
; k = 0; 1; 2; :::; n� 1:

The nth roots of unity are located on the unit circle of the complex plane.
They form the vertices of a n-sided regular polygon with one vertex on 1:

De�nition 10.4
An nth root of unity " is called primitive if "m 6= 1 with m < n:

The complex number "1 = cos
2�

n
+ i sin

2�

n
is a primitive nth root of unity

with all n > 1:

Theorem 10.5

62



A nth root of unity "k = cos
2�k

n
+ i sin

2�k

n
is primitive nth root of unity if

and only if two integers k and n are relatively prime, i.e. gcd (k; n) = 1:

Proof. Let "k = cos
2�k

n
+ i sin

2�k

n
is primitive nth root of unity and d =

gcd (k; n) : n = n1d; k = k1d: Then

"k = cos
2�k

n
+ i sin

2�k

n
= cos

2�k1d

n1d
+ i sin

2�k1d

n1d
= cos

2�k1
n1

+ i sin
2�k1
n1

and

"n1k1 = 1:

Since "k is primitive, we obtain n = n1 and d = 1: Thus, two integers k and n
are relatively prime.
Conversely, suppose that two integers k and n are relatively prime and "mk = 1:

If
2�km

n
= 2r� with integer r, then km = nr and the integer km is a multiple

of n:Since k and n are relatively prime, we obtain that m is a multiple of n and
m � n: Thus, "k is primitive nth root of unity.

4

How many primitive nth roots of unity are there, for given n?
This question is answered be the proposition:

Proposition 10.6
The number of primitive nth roots of unity is ' (n) ; where ' is the Euler

function.
Proof is obvious.

Example 10.7

Primitive nth roots of unity
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n ' (n) Primitive nth roots of unity
3 2 "1; "2
4 2 "1; "3
5 4 "1; "2; "3; "4
6 2 "1; "5
7 6 "1; "2; "3; "4; "5; "6
8 4 "1; "3; "5; "7
9 6 "1; "2; "4; "5; "7; "8
10 4 "1; "3; "7; "9
11 10 "1; "2; "3; "4; "5; "6; "7; "8; "9; "10
12 4 "1; "5; "7; "11

.

Proposition 10.8

A nth root of unity "k = cos
2�k

n
+ i sin

2�k

n
is primitive mth root of unity,

where m =
n

d
and d = gcd (n; k) :

Proof. Since two integers n1 =
n

d
and k1 =

k

d
are are relatively prime then by

Theorem 10.5 the integer "k = cos
2�k

n
+ i sin

2�k

n
= cos

2�k1
n1

+ i sin
2�k1
n1

= "k1

is primitive n1th root of unity.
4

Proposition 10.9
1. If � ir � 2 U (n) ; then � � � 2 U (n) :
2. If � 2 U (n) ; tthen ��1 2 U (n) :
3. If " is primitive nth root of unity and � 2 U (n) ; then � = "k with some

k 2 N:
4. If " is primitive nth root of unity and � is an nth root of the complex

number �; then the numbers "0�; "1�; "2�; :::; "n�1� are all nth roots of �:

Proof. 1. If � and � 2 U (n) ; then �n = �n = 1: Thus (��)n = �n�n = 1
and � � � 2 U (n) :
2. If � 2 U (n) ; then �n = 1: Thus (��1)n = ��n = (�n)�1 = 1 and

��1 2 U (n) :
3. If " is primitive nth root of unity, then

�
"k
�n
= ("n)k = 1 and the number

"k 2 U (n) : Suppose now that "k = "m; with 0 � k < m � n � 1 < n: Then
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"m�k = 1 with 0 < m� k < n; a contradiction because " is primitive nth root of
unity. So the numbers 1 = "0; "1; "2; :::; "n�1 are all distinct nth roost of unity.
4. Let �n = � and " be nth root of unity: Then

�
"k�
�n
=
�
"k
�n
�n = 1 �� = �

and "k� is an nth root of the complex number � with all k 2 Z:Suppose now that
"k� = "m�; with 0 � k < m � n � 1 < n: Then "m�k = 1 with 0 < m � k < n;
a contradiction because " is primitive nth root of unity. So the numbers � =
"0�; "1�; "2�; :::; "n�1� are all distinct nth roots of �.

4
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Algebra lectures. Rimantas Grigutis

Lecture 11

Groups. De�nitions and examples Basic properties Isomorphism of groups

De�nitions and examples

De�nition 11.1
A binary operation � on the set G is a function G�G ! G that assigns to

each pair (g1; g2) 2 G�G a unique element g1 � g2 in G: A group (G; �) is the a
set G with a binary operation � that satis�es the following axioms:
G1. The binary operation is associative:

g1 � (g2 � g3) = (g1 � g2) � g3 for g1; g2; g3 2 G:

G2. There exist the identity element e 2 G; such that for any g 2 G

e � g = g � e = g:

G3. For each g 2 G there exist an inverse element in G , denoted by g�1,
such that

g � g�1 = g�1 � g = g:

A binary operation � on the set G is commutative if and only if g1 �g2 = g2 �g1
for all g1; g2 2 G: A group (G; �) is commutative if its binary operation � is
commutative.
A group is �nite if it contains a �nite number of elements. The order of a

�nite group is the number of elements that it contains. If the group G contains n
elements, we write jGj = n:

Example 11.2
1. The integers Z with the usual addition + is an in�nite commutative group.
2. The rational numbersQ with the addition is an in�nite commutative group.
3. The real numbers R with the addition is an in�nite commutative group.
4. The complex numbersC with the addition is an in�nite commutative group.
5. The set of all congruence classes modulo m ,Zm ; with the addition is a

�nite commutative group of order m:
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6. The nonzero integers Z with the usual multiplication � is an in�nite com-
mutative group.
7. The nonzero rational numbers Q with the multiplication is an in�nite

commutative group.
8. The nonzero real numbers R with the multiplication is an in�nite commu-

tative group.
9. The nonzero complex numbers C with the multiplication is an in�nite

commutative group.
10. The set of all congruence classes modulo m, witch have multiplicative

inverses, Um with the multiplication is a �nite group of order ' (n) ;where ' is the
Euler function.
11. The sets of matrices Mr�n(Z);Mr�n(Q);Mr�n(R);Mr�n(C) whith the

addition are in�nite commutative groups.
12. The set of matrices Mr�n(Z:m) with the addition is a �nite commutative

group of order r � n �m.
13. The sets of the inversible matrices over the rational numbers, over the real

numbers, over the complex numbers GL(n;Q); GL(n;R); GL(n;C); GL (n;Zp)
,here p is prime, with the addition are in�nite noncommutative groups.
14. The set of the inversible matrices over the rational numbers GL (n;Zp)

,here p is prime, with the multiplication is a �nite noncommutative group of order
n2 (p� 1).
15. The set of nth roots of unity U (n) with the multiplication is a �nite

commutative group of order n:
16. The set of the permutations Sn with the multiplication of permutations is

a �nite group of order n!:

Basic properties of groups

Proposition 11.3
The identity element in a group G is unique.

Proof. Suppose that e and e0 are both identities in G : e � g = g � e = g and
e0 � g = g � e0 = g for all g 2 G: If e is the identity, then e = e � e0; if e0 is the
identity, then e � e0 = e0:Thus e = e0:

4
Proposition 11.4
Inverses in a group are unique.
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Proof. Suppose that g0 and g00 are both inverses of g in a group G and e is
the identity in G : Then g0 = g0 � e = g0 � (g � g00) = (g0 � g) � g00 = e � g00 = g00:

4

The following proposition is fundamental.

Proposition 11.5( right and left cancellations)
Let G be a group and a; b; c 2 G: Then a�c = b�c implies a = b and c�a = c�b

implies a = b:

Proof. Multiplying both sides of a � c = b � c by c�1 , we obtain

a � c � c�1 = b � c � c�1
a = b:

Multiplying both sides of c � a = c � b by c�1 , we obtain

c�1 � c � a = c�1 � c � b
a = b

4

Proposition 11.6
Let G be a group and a; b 2 G: Then the equations a � x = b and x � a = b

have unique solutions in G:

Proof. Suppose that

a � x = b:

Multiplying both sides by a�1, we obtain

a�1 � a � x = a�1 � b
e � x = a�1 � b
x = a�1 � b:
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To show uniqueness, suppose that x1 and x2 are both solutions of a�x = b:Then
x1 = (a

�1 � a)�x = a�1 � (a � x1) = a�1 � (b) = a�1 � (a � x2) = (a�1 � a)�x2 =
x2:
The proof for the existence and uniquess of the solution of x � a = b is similar.

4

Isomorphism of groups

De�nition 11.7
Let (G; �) and (H; �) are two groups. A map � of a group G into a group H

is a isomorphism if
1. Each element of H has at most one element mapped into it: the equation

� (g1) = � (g2) implies g1 = g2 for all g1; g2 2 G.
2. Each element h of H has at least one element g of G mapped into it:

� (g) = h:
3. � (g1 � g2) = � (g1) � � (g2) for all g1; g2 2 G:
Is said to have a isomorphic groups and written G � H:

Proposition 11.8
t is an equivalence relation in any set of groups:
(i) G t G;
(ii) if G � H, then H � G;
(iii) if G1 � G2; and G2 � G3; then G1 � G3:

Proof is obvious.

Example 11.9

1 . (C;+) �
���

a b
�b a

�
2M2 (R)

�
;+

�
: Isomorphism: a+ib!

�
a b
�b a

�
:

2. (Cn f0g ;�) �
���

a b
�b a

�
2M2 (R) ; a

2 + b2 6= 0
�
; �
�
: Isomorphism:

a+ ib!
�

a b
�b a

�
:

3. (R;+) �
���

a 0
0 a

�
2M2 (R)

�
;+

�
: Isomorphism: a!

�
a 0
0 a

�
:
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4. (Rn f0g ;�) �
���

a 0
0 a

�
2M2 (R) ; a 6= 0

�
; �
�
: Isomorphism: a !�

a 0
0 a

�
:

5. (Zn;+) � (U (n) ; �) : Isomrphism: k !
�
1; 2�k

n

�
:

6. (R;+) �
���

1 a
0 1

�
; a 2 R

�
; �
�
: Isomorphism: a!

�
1 a
0 1

�
:

70



Algebra lectures. Rimantas Grigutis

Lecture 12

Vectors. Dot product and projections. Distance from a point to a line in the plane

Dot product and projections

De�nition 12.1
Let u and v are two vectors in 2-space or 3-space and ' be the angle between

u and v: The dot product u � v is de�ned by

u � v = kuk � kvk cos' if u 6= 0 and v 6= 0

and

u � v = 0 if u = 0 o r v = 0:

If u = (u1; u2) and v = (v1; v2) are two vectors in 2-spaces, then the dot
product of u and v is de�ned by

u � v =u1v1 + u2v2:

If u = (u1; u2; u3) and v = (v1; v2; v3) are two vectors in 3-spaces, then the
corresponding formula is

u � v =u1v1 + u2v2 + u3v3:

The length kuk of a vector u = (u1; u2; u3) is de�ned by

kuk =
p
u � u =

p
u21 + u22 + u23:

The angle ' between two nonzero vectors u and v is then de�ned by

cos' =
u � v

kuk � kvk ; 0 � ' � �:
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Since kuk > 0 and kvk > 0 it follows that cos' has the same sign as u � v:
Thus ' is acute if and only if u � v >0; ' is obtuse if and only if u � v <0; and
' =

�

2
if and only if u � v =0: In other words, two vectors nonzero vectors u and

v are orthogonal (perpendicular) if and only if u � v =0:

Proposition 12.2
Let L : ax+ by = c be the line in 2-space. Then the nonzero vector n = (a; b)

is perpendicular to L:

Proof. Let P1 (x1; y1) and P2 (x2; y2) be distinct points on the line L :

ax1 + by1 = c
ax2 + by2 = c:

Subtracting the equations, we have

a (x2 � x1) + b (y2 � y1) = 0
(a; b) � (x2 � x1; y2 � y1) = 0
n� (x2 � x1; y2 � y1) = 0:

Since the nonzero vector
�!
P1P2 = (x2 � x1; y2 � y1) and the line L are parallel

it follows that n = (a; b) is perpendicular to L:
4

Proposition 12.3
Let L1 : a1x+ b1y = c1 and L2 : a2x+ b2y = c2 are two lines in 2-space. Then
1. L1 is parallel to L2 if and only if a1b2 � b1a2 = 0;
2. L1 is perpendical to L2 if and only if a1a2 + b1b2 = 0:

Proof is obvious.

As seen in Figure the vector
u � v
kuk

u

kuk =
u � v
kuk2

u is perpendicular to u. It is

called the orthogonal projection of v on u and it is denoted by projuv =
u � v
kuk2

u:

The lenght of the orthoganal projection of v on u is kprojuvk=
ju � vj
kuk = kuk cos':
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φ

v

u

projuv

Let i =(1; 0; 0) ; j =(0; 1; 0) ;k =(0; 0; 1) are the standart unit vectors in 3-
space and u =(u1; u2; u3) . Then we can write u =u1i+ u2j+ u3k;where

u1 = u � i = kprojiuk = kuk cos'1;
u2 = u � j =



projju

 = kuk cos'2;
u3 = u � k = kprojkuk = kuk cos'3:

Here the angles '1; '2; '3 between u and the vectors i; j;k respestively are
called the direction angles of u and the numbers cos'1; cos'2; cos'3 are called
the direction cosines of u .
We have also

u � u = kuk � kuk cos 0
u21 + u22 + u23 = kuk

2

(kuk cos'1)
2 + (kuk cos'2)

2 + (kuk cos'3)
2 = kuk2

kuk2 (cos2 '1 + cos2 '2 + cos2 '3) = kuk
2

cos2 '1 + cos
2 '2 + cos

2 '3 = 1:

Distance from a point to a line in the plane
Proposition 12.3
The distance D between the point P0 (x0; y0) and the line L : ax + by = c is

de�ned by the formula

D =
jax0 + by0 + cjp

a2 + b2
:
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Proof. Let P (x1; y1) be any point on the line L :

ax1 + by1 = c:
Let P be the initial point of the vector n =(a; b) : By proposition 12.2 the vector
n is perpendicular to the line L and the distance D is equal to the leght of

projn
�!
PP 0 :

D =



projn �!PP 0


 =

��� �!PP0 � n���
knk =

j(x0 � x1; y0 � y1) � (a; b)jp
a2 + b2

=
j(x0 � x1) a+ (y0 � y1) bjp

a2 + b2
=

jx0a+ y0b� (x1a+ y1b)jp
a2 + b2

=
jax0 + by0 + cjp

a2 + b2
:

4
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Lecture 13
Vectors. Cross product. Geometric interpretation. Scalar triple product

Cross product

De�nition 13.1
Let u = (u1; u2; u3) and v = (v1; v2; v3) are vectors in 3-space. Then u� v,

the cross product of u and v, is de�ned by

u� v=

������
i j k
u1 u2 u3
v1 v2 v3

������ =
���� u2 u3
v2 v3

���� i� ���� u1 u3
v1 v3

���� j+ ���� u1 u2
v1 v2

����k:
Remark 13.2

1. u� v =
����� u2 u3

v2 v3

���� ;� ���� u1 u3
v1 v3

���� ; ���� u1 u2
v1 v2

����� =
(u2v3 � u3v2; u3v1 � u1v3; u1v2 � u2v1)
2. The dot product of two vectors a vector and the dot product is a scalar.

The cross product of two vectors has the following properties which follow
from properties of determinants.

Proposition 13.3
Let u, v; w are vectors in 3-space. Then the leght of
1: u� (u� v) = 0 (u� v is orthogonal to u)
2: v� (u� v) = 0 (u� v is ortogonal to v)
3: ku� vk2 = kuk2 kvk2 � (u � v)2 (Lagrange identity)
4: u� v = � (v � u)
5: u� (v +w) = (u� v) + (u�w)
6: (u+ v)�w =(u�w) + (v �w)
7: k (u� v) = (ku)� v = u� (kv)
8: u� 0 = 0� u = 0
9: u� u = 0:
The proof follow from de�nition 13.1 and properties of determinants

Proposition 13.4
Let i; j;k are the standart unit vectors in 3-space. Then it is true
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i� i = 0 i� j = k i� k = �j
j� i = �k j� j = 0 j� k = i
k� i = j k� j = �i k� k = 0

:

The proof is left to the reader.

Geometric interpretation

Theorem 13.5
Let u and v are vectors in 3-space. Then the leght of u� v is equal to the

area of the parallelogram determinated by u and v:

Proof. Let ' be the angle between u and v:Then using Lagrange identity
and the de�nition of dot product of u and v we have

ku� vk2 = kuk2 kvk2 � (u � v)2
= kuk2 kvk2 � kuk2 kvk2 cos2 '
= kuk2 kvk2 (1� cos2 ')
= kuk2 kvk2 sin2 ':

But sin � 0 since 0 � ' � 0, so we have

ku� vk= kuk kvk sin':

We know that the area S of the parallelogram determinated by u and v is
given by

S = (base) (altitude) = kuk kvk sin' = ku� vk :

4

We know that the cross product u� v is ortohogonal to both u and v:If u
and v are nonzero vectors, it can be shown that the direction of u� v can be
determined using the right hand rule: let ' be the angle between u and v, and
suppose u is rotated through the angle ' until it coincides with v: If the �ngers
of the right hand are cupped so they point in the direction of rotation, then the
thumb indicates the direction of u� v :
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u

u×v

φ

Scalar triple product

De�nition 13.6
Let u , v and w are vectors in 3-space. Then we call u� (v �w) the scalar

triple product of u;v and w.

If u = (u1; u2; u3), v = (v1; v2; v3) ; w =(w1; w2; w3) then

u� (v �w) = u�
����� v2 v3

w2 w3

���� i� ���� v1 v3
w1 w3

���� j+ ���� v1 v2
w1 w2

����k�
u� (v �w) =

���� v2 v3
w2 w3

����u1 � ���� v1 v3
w1 w3

����u2 + ���� v1 v2
w1 w2

����u3
u� (v �w) =

������
u1 u2 u3
v1 v2 v3
w1 w2 w3

������ :
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The scalar triple product of vectors has the following property which follow
from properties of determinants:

u� (v �w) = w� (u� v) = v� (w � u)

In the next proposition is geometric interpretation of scalar triple product of
vectors.

Proposition 13.7
Let u , v and w are vectors in 3-space.
1. The absolute value of u� (v �w) is equal to the volume of the parallelepiped

in 3-space determined by the vectors u , v and w:
2. The volume of the tetrahedron determined by the vectors u , v and w is

1
6
ju� (v �w)j :
3. u� (v �w) = 0 if and only if the vectors u , v and w lie in the same plane.

De�nition 13.8
If scalar triple product u� (v �w) 6= 0; then the set of three vectors u , v and

w is called base in 3-space.

The following special charakterization of the base in 3-space is fundamental.

Theorem 13.9
Let a1; a2; a3 be the base in 3-spase. Then for every vector u there exist unique

scalars �1; �2; �3 such that

u = �1a1 + �2a2 + �3a3::

Proof. Let a1 = (a11; a12; a13) ; a2 = (a21; a22; a23) ; a3 = (a31; a32; a33) : If for
u = (u1; u2; u3) there exist scalars �1; �2; �3 such that

u = �1a1 + �2a2 + �3a3

then

(u1; u2; u3) = �1 (a11; a12; a13) + �2 (a21; a22; a23) + �3 (a31; a32; a33)

and
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�1a11 + �2a21 + �3a31 = u1
�1a12 + �2a22 + �3a32 = u2
�1a13 + �2a23 + �3a33 = u3

:

The coe¢ cient matrix A =

0@ a11 a21 a31
a12 a22 a32
a13 a23 a33

1A of the system is inversible be-

cause

detA = detAT = e1 � (e2 � e3) 6= 0:

Using Cramer�s formula we get:

�1 =

det

0@ u1 a21 a31
u2 a22 a32
u3 a23 a33

1A
det

0@ a11 a21 a31
a12 a22 a32
a13 a23 a33

1A =
u � (a2 � a3)
a1 � (a2 � a3)

�2 =

det

0@ a11 u1 a31
a12 u2 a32
a13 u3 a33

1A
det

0@ a11 a21 a31
a12 a22 a32
a13 a23 a33

1A =
a1 � (u� a3)
a1 � (a2 � a3)

�3 =

det

0@ a11 a21 u1
a12 a22 u2
a13 a23 u3

1A
det

0@ a11 a21 a31
a12 a22 a32
a13 a23 a33

1A =
a1 � (a2 � u)
a1 � (a2 � a3)

and

u =
u � (a2 � a3)
a1 � (a2 � a3)

a1 +
a1 � (u� a3)
a1 � (a2 � a3)

a2 +
a1 � (a2 � u)
a1 � (a2 � a3)

a3:

To show the uniqueness, suppoese that also
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u =�01a1 + �02a2 + �03a3:

Then cleary we have

(�1 � �01) a1 + (�2 � �02) a2 + (�3 � �03) a3 = 0:

Multiplying through by a2 � a3 in the last equality, we have

(�1 � �01) (a1 � (a2 � a3)) = 0:

But

a1 � (a2 � a3) 6= 0;

then

�1 � �01 = 0

and

�1 = �01:

Similarly, we get �2 = �02 and �3 = �03:
4
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Lecture 14
Planes in 3-spaces

Planes in 3-spaces

Theorem 14.1
Let P be a plane in 3-space. Then there exist the constants a; b; c; d and a; b; c

are not all zero, a2+ b2+ c2 6= 0; such that each point P (x; y; z) in P satis�es the
equation ax+ by + cz + d = 0:

Proof. Let P0 (x0; y0;z0) be the point in P and let n =(a; b; c) be the nonzero
vector that is perpendicular to the plane P (the vector n =(a; b; c) is called the
normal to the planeP) . If P (x; y; z) 2 P then the vector��!P0P=(x� x0; y � y0; z � z0)
is perpendicular to the vector n :

n���!A0A=0:

This equation can be written as

a (x� x0) + b (y � y0) + c (z � z0) = 0:
ax+ by + cz + (�ax0 � by0 � cz0) = 0

ax+ by + cz + d = 0;

where d = �ax0 � by0 � cz0:
The last equation is called the general form of the equation of the plane P :

4

Theorem 14.2
If a; b; c; d are the constants and a; b; c are not all zero, a2+ b2+ c2 6= 0; then

there exist a plane P such that each point P (x; y; z) in P satis�es the equation
ax+ by + cz + d = 0:

Proof. Is given that a2 + b2 + c2 6= 0: Assume that a 6= 0: Let

(x1; y1; z1) =
�
�d
a
; 0; 0

�
;

(x2; y2; z2) =
�
�d
a
� b

a
; 1; 0

�
;

(x3; y3; z3) =
�
�d
a
� c

a
; 0; 1

�
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be three distinct solutions of the equation ax+ by + cz + d = 0 :

ax1 + by1 + cz1 + d = 0
ax2 + by2 + cz2 + d = 0
ax3 + by3 + cz3 + d = 0:

Subtracting the second equation from the �rst equation and the third equation
from the �rst equation we have

a (x2 � x1) + b (y2 � y1) + c (z2 � z1) = 0
a (x3 � x1) + b (y3 � y1) + c (z3 � z1) = 0:

Let P1 (x1; y1; z1) ; P2 (x2; y2; z2) ; P3 (x3; y3; z3) be three points in 3-space then
the vector n =(a; b; c) is perpendicular to

��!
P2P1 and

��!
P3P1 :

n � ���!P2P1 =0
n � ���!P3P1 =0

Since the points P1; P2; P3 are not in line( non-collinear points), then there is
only one such plane P , containing the following points. If P (x; y; z) 2 P then
the vector

�!
PP 1 is a linear combination of

��!
P2P1 and

��!
P3P1 :

��!
PP1 = s

��!
P2P1 + t

��!
P3P1 .

Then the vector n =(a; b; c) is perpendicular to
��!
PP1 :

��!
PP1 � n =0

or

a (x� x1) + b (y � y1) + c (z � z1) = 0

and

ax+ by + cz + d = 0:

4

Corollary 14.3
1. Let P1; P2; P3 be three non-collinear points. Then the plane P through

P1; P2; P3 is given by
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��!
PP1 = s

��!
P2P1 + t

��!
P3P1; s; t 2 R:

This is called the vector form of the equation of a plane.
2. Let P1; P2; P3 be three non-collinear points. Then the plane P through

P1; P2; P3 is given by

��!
PP1 �

���!
P2P1 �

��!
P3P1

�
= 0;

where the vector
���!
P2P1 �

��!
P3P1

�
= n is perpendicular to

��!
P2P1 and

��!
P3P1 and

therefore to the plane P :
This is called the normal form for a plane.

Now we will discuss some of geometric possibilities of the plane P : ax+ by +
cz + d = 0:
1. Let a = b = 0: Then the vector n =(0; 0; c) is parallel to the Oz axis and

the plane P is parallel to the (xy)-plane.
2. Let b = c = 0: Then the vector n =(a; 0; 0) is parallel to the Ox axis and

the plane P is parallel to the (yz)-plane.
3. Let a = c = 0:Then the vector n =(0; b; 0) is parallel to the Oy axis and

the plane P is parallel to the (xz)-plane.
4. Let a = 0; b 6= 0; c 6= 0:Then the vector n =(0; b; c) is orthogonal to the Ox

axis and the plane P is parallel to the Ox axis.
5. Let a 6= 0; b = 0; c 6= 0:Then the vector n =(a; 0; c) is orthogonal to the Oy

axis and the plane P is parallel to the Oy axis.
6. Let a 6= 0; b 6= 0; c = 0:Then the vector n =(a; b; 0) is orthogonal to the Oz

axis and the plane P is parallel to the Oz axis.
7. Let d = 0: Then the plane P passing through the origin (0; 0; 0) :

8. Let a 6= 0; b 6= 0; c 6= 0; d 6= 0:Multiplying through by
�
�1
d

�
in the equality

ax+ by + cy + d = 0; we have

x

�d
a

+
y

�d
b

+
z

�d
c

= 1

or

x
�
+ y

�
+ z



= 1;
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where

� = �d
a
; � = �d

b
; 
 = �d

c
:

From here we can see that the plane P intertcepts the coordinate axes are
x = �; y = � and z = 
:

Now we �nd a formula for the distance from a point to a plane.

Proposition 14.4
Let P 0 (x0; y0; z0) be the point in 3-space and P be the plane .ax+by+cz+d = 0:

Then the distance D between P 0 and P is

D =
jax0 + by0 + cz0 + djp

a2 + b2 + c2

Proof. If P (x; y; z) 2 P and A is the initial point of the normal to P, then
the distance is equal to the lengh of the orthogonal projection of

��!
PP 0 on :

D =



projn��!PP 0


 =

�����!PP 0 � n���
knk :

But

��!
PP 0 = (x0 � x; y0 � y; z0 � z)��!

PP 0 � n =a (x0 � x) + b (y0 � y) + c (z0 � z)
n =

p
a2 + b2 + c2:

Thus

D =
ja (x0 � x) + b (y0 � y) + c (z0 � z)jp

a2 + b2 + c2
:

Since P (x; y; z) 2 P its coordinate satisfy the equation of the plane P :

ax+ by + cz + d = 0

or

84



d = �ax1 � by1 � cz1:

Thus

D =
jax0 + by0 + cz0 + (�ax� by � cz)jp

a2 + b2 + c2
=
jax0 + by0 + cz0 + djp

a2 + b2 + c2
:

4

Now we will discuss some of geometric possibilities of two planes.
Proposition 14.5
Let P1 be the plane a1x + b1y + c1z + d1 = 0, and let P2 be the plane a2x +

b2y + c2z + d2 = 0: Then
1. P1 is parallel to P2 if and only if

a1
a2
=
b1
b2
=
c1
c2
:

2. P1 is orthogonal to P2 if and only if

a1a2 + b1b2 + c1c2 = 0:

3. The angle ' between P1 and P2 satis�es the equation

cos' =
a1a2 + b1b2 + c1c2p

a21 + b21 + c21
p
a22 + b22 + c22

0 � ' � �:

Proof. Let n1=(a1; b1; c1) be the normal to P1, and let n2 = (a2; b2; c2) be
the normal to P2. Then
1) P1 k P2 () n1 k n2 ()

a1
a2
=
b1
b2
=
c1
c2
:

2) P1 ? P1 () n1 ? n2 () n1 � n2 = 0, a1a2 + b1b2 + c1c2 = 0:
3) The angle ' between P1 and P2 is the angle between n1 and n2: Thus

cos' =
n1 � n2
kn1k kn2k

=
a1a2 + b1b2 + c1c2p

a21 + b21 + c21
p
a22 + b22 + c22

:
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4

Now we will discuss some of geometric possibilities of three planes.

Proposition 14.6
Let P1 be the plane a1x+ b1y + c1z + d1 = 0, let P2 be the plane a2x+ b2y +

c2z + d2 = 0 and let P3 be the plane a3x+ b3y + c3z + d3 = 0: Then

1. The planes P1,P2,P3 intersect in one point if and only if

������
a1 b1 c1
a2 b2 c2
a3 b3 c3

������ 6= 0:
2. The planes P1,P2,P3 are parallel to one line if and only if

������
a1 b1 c1
a2 b2 c2
a3 b3 c3

������ = 0:
Proof. Let n1=(a1; b1; c1) be the normal to P1, let n2 = (a2; b2; c2) be the

normal to P2 and let n3 = (a3; b3; c3) be the normal to P3 . Then
1.

The planes P1,P2,P3 intersect in one point

if and only if

the normals n1;n2 and n3 are not parallel to one plane

if and only if

n1 � (n2 � n3) 6= 0

if and only if ������
a1 b1 c1
a2 b2 c2
a3 b3 c3

������ 6= 0:
2.

The planes P1,P2,P3 are parallel to one line

if and only if
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the normals n1;n2 and n3 are parallel to one plane

if and only if

n1 � (n2 � n3) = 0

if and only if ������
a1 b1 c1
a2 b2 c2
a3 b3 c3

������ = 0:
4

Here are more details.

Let P1 be the plane a1x+ b1y + c1z + d1 = 0, let P2 be the plane a2x+ b2y +
c2z + d2 = 0 and let P3 be the plane a3x + b3y + c3z + d3 = 0: Let A be the
coe¢ cient matrix and let B be the augmented matrix of the system

a1x+ b1y + c1z + d1 = 0
a2x+ b2y + c2z + d2 = 0
a3x+ b3y + c3z + d3 = 0:

If rankA = 1; rankB = 2; then
1. Three parallel planes:

P1kP2kP3 ()
n1kn2kn3 ()
a1
a2
= b1

b2
= c1

c2
6= d1

d2
a1
a3
= b1

b3
= c1

c3
6= d1

d3
a2
a3
= b2

b3
= c2

c3
6= d2

d3

2: Two coincident planes parallel to a third plane:

P1 = P2kP3 ()
n1kn2kn3 ()
a1
a2
= b1

b2
= c1

c2
= d1

d2
a1
a3
= b1

b3
= c1

c3
6= d1

d3
:
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If rankA = 2; rankB = 3; then
3. Two planes parallel :

P1kP2 , P3 ()
n1kn2 , n3 ()
a1
a2
= b1

b2
= c1

c2
6= d1

d2

4. Three planes with no common intersection:

P1 \ P2 \ P3 = ? ()
n1 , n2 , n3 and n1 � (n2 � n3) = 0:

If rankA = 3; then
5. Three planes intersecting at a point :

P1 \ P2 \ P3 = fPg ()
n1 � (n2 � n3) 6= 0:

If rankA =rankB = 1, then
6. Three coincident planes:

P1 = P2 = P3 ()
n1 = n2 = n3 ()
a1
a2
= b1

b2
= c1

c2
= d1

d2
a1
a3
= b1

b3
= c1

c3
= d1

d3
:

If rankA =rankB = 2, then
7. Two coincident planes intersecting a third plane:

P1 = P2 , P3 ()
n1 = n2 , n3 ()
a1
a2
= b1

b2
= c1

c2
= d1

d2

8. Three planes intersecting in a line:
P1 \ P2 \ P3 = L a line()
n1 , n2;n2 , n3;n1 , n3 and n1 � (n2 � n3) = 0.
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Algebra lectures. Rimantas Grigutis

Lecture 15

Lines in 3-spaces

Lines in 3-spaces

We shall now show how to obtain equations for lines in 3-space.

De�nition 15.1
The line L in 3-space is the intersection of two given planes P1;P2 : L = P1\

P2: Let P1 be the plane a1x+ b1y + c1z + d1 = 0, let P2 be the plane a2x+ b2y +
c2z + d2 = 0: Then the system

a1x+ b1y + c1z + d1 = 0
a2x+ b2y + c2z + d2 = 0

:

is called the general form of the equation of the line L.

Let P0 (x0; y0;z0) be the point in the line L and let v =(k; l;m) be the nonzero
vector that is parallel to the line L (the vector v =(k; l;m) is called the direction
vector for the line L) . If P (x; y; z) 2 L then the vector��!P0P=(x� x0; y � y0; z � z0)
is parallel to the vector v :

��!
P0P = tv; t 2 R: (1)

This equality is called the vector form of the equation of the line L.
In termes ao coordinates, the vector form of the equation of L can be written

as

(x� x0; y � y0; z � z0) = (tk; tl; tm) ; t 2 R

or

x = x0 + tk
y = y0 + tl
z = z0 + tm
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where t 2 R: This equations are called parametric equations for L.
Equivalently, equation (1) becomes

x� x0
k

=
y � y0
l

=
z � z0
m

These are called canonical equations for the line L.
Remark 15.2
Let n1=(a1; b1; c1) be the normal to P1, let n2 = (a2; b2; c2) be the normal to

P2. Then v = n1 � n2 is the direction vector for the line L = P1 \ P2.

Now we will discuss some of geometric possibilities of the line L, which the
direction vector is v =(k; l;m) :
1. k = 0 () v � i =0 () L is parallel to the (yz)-plane.
2. l = 0 () v � j =0 () L is parallel to the (xz)-plane.
3. m = 0 () v � k =0 () L is parallel to the (xy)-plane.
4. k = l = 0 () v k k () L is parallel to the Oz axis.
5. l = m = 0 () v k i () L is parallel to the Ox axis.
6. k = m = 0 () v k j () L is parallel to the Oy axis.

Now we will discuss some of geometric possibilities of two lines.
Proposition 15.3

Let L1 be the line
x� x1
k1

=
y � y1
l1

=
z � z1
m1

and let L2 be the line
x� x2
k2

=

y � y2
l2

=
z � z2
m2

:

Then
1. L1 is parallel to L2 if and only if

k1
k2
=
l1
l2
=
m1

m2

::

2. L1 is orthogonal to L2 if and only if

k1k2 + l1l2 +m1m2 = 0:

3. The angle ' between L1 and L2 satis�es the equation

cos' =
k1k2 + l1l2 +m1m2p

k1 + l1 +m1

p
k2 + l2 +m2

0 � ' � �:
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4. L1 and L2 is in one plane if and only if������
k1 l1 m1

k2 l2 m2

x2 � x1 y2 � y1 z2 � z1

������ = 0:
5. L1 and L2 is not in one plane if and only if������

k1 l1 m1

k2 l2 m2

x2 � x1 y2 � y1 z2 � z1

������ 6= 0:
Proof.
1.

L1 is parallel to L2

if and only if

v1 = (k1; l1;m1) is parallel to v2 = (k2; l2;m2)

if and only if

k1
k2
=
l1
l2
=
m1

m2

:

2.

L1 is orthogonal to L2

if and only if

v1 = (k1; l1;m1) is orthogonal to v2 = (k2; l2;m2)

if and only if

k1k2 + l1l2 +m1m2 = 0:

3. The angle ' between L1 and L2 is the angle between v1 = (k1; l1;m1) and
v2 = (k2; l2;m2) :Thus
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cos' =
k1k2 + l1l2 +m1m2p

k1 + l1 +m1

p
k2 + l2 +m2

:

4.

L1 and L2 is in one plane

if and only if

v1 = (k1; l1;m1) , v2 = (k2; l2;m2) and
��!
P2P1 = (x2 � x1; y2 � y1; z2 � z1) is in

one plane

if and only if

v1 �
�
v2 �

��!
P2P1

�
= 0:

5.

L1 and L2 is not in one plane

if and only if

v1 = (k1; l1;m1) , v2 = (k2; l2;m2) and
��!
P2P1 = (x2 � x1; y2 � y1; z2 � z1) is not

in one plane

if and only if

v1 �
�
v2 �

��!
P2P1

�
6= 0:

4

Now we will discuss some of geometric possibilities of a line and a plane.
Proposition 15.4

Let L be the line x� x0
k

=
y � y0
l

=
z � z0
m

and let P be the plane ax+ by +
cz + d = 0. Then
1. L is parallel to P if and only if ak + bl + cm = 0:

2. L is orthogonal to P if and only if a
k
=
b

l
=

c

m
:

Proof. 1.
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L is parallel to P

if and only if

the direct vector v =(k; l;m) for L is orthogonal to normal vector n =(a; b; c)
for P

if and only if

ak + bl + cm = 0:

2.

L is orthogonal to P

if and only if

the direct vector v =(k; l;m) for L is parallel to normal vector n =(a; b; c) for P

if and only if

a

k
=
b

l
=

c

m
:

4

Now we �nd a formula for the distance from a point to a line.

Proposition 14.4
Let P be the point in 3-space and let Q and R be two distinct points on the

line L. Then there exist the unique point S on L such that the vector �!
PS is

orthogonal to vector
�!
QR , namely

�!
QS =t

�!
QR; t =

�!
QS��!QP


�!QS


2 :

The distance D between a point P and the line L is
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D =

r
QP 2 �QR2 �

��!
QP ��!QR

�2
QR

Proof. The vector
�!
PS must be perpendicular to the vector

�!
QR: Therefore

�!
PS � �!QR=0��!

QS��!QP
�
� �!QR=0�

t
�!
QR��!QP

�
� �!QR=0

t
�!
QR � �!QR��!QP � �!QR=0
t



�!QR


2=�!QP � �!QR
t =

�!
QP � �!QR


�!QR


2 :

Finally, as
�!
PS is perpendicular to

�!
QS; Phythagoras�theorem gives

D2 = PS2 = QP 2 �QP 2 =

QP 2 �



t�!QR


2 =

QP 2 � t2QR2 =

QP 2 �
 �!
QR��!QP
kQRk2

!2
QR2 =

QP 2 �QR2 �
��!
QP ��!QR

�2
QR2

4
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